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Abstract

This thesis presents a new trajectory optimization software package developed in the framework of a low-to-high fidelity three degree-of-freedom (3-DOF)/6-DOF vehicle simulation program named Mission Analysis Simulation Tool in Fortran (MASTIF) and its application to a translunar trajectory optimization problem. The functionality of the developed optimization package is implemented as a new “mode” in generalized settings to make it applicable for a general trajectory optimization problem. In doing so, a direct optimization method using collocation is employed for solving the problem. Trajectory optimization problems in MASTIF are transcribed to a constrained nonlinear programming (NLP) problem and solved with SNOPT, a commercially available NLP solver. A detailed description of the optimization software developed is provided as well as the transcription specifics for the translunar injection (TLI) problem.

This assessment of the final results is formulated via a metric given as the minimization of the TLI main engine burn time, which is equivalent to the maximization of the mass at main engine cutoff (MECO). Key design parameters include the initial values for three orbital angles (right ascension of ascending node, argument of perigee, and true anomaly) and three Euler angles for steering during the main engine burn. To do so, the solution starts by modeling the entire trajectory into three distinct phases. The first two phases are based on a collocation method whereas the third phase appears with a high order Runge-Kutta integration.

The next part of assessing the TLI trajectory utilizes MASTIF’s vehicle simulation
capabilities (the other “mode” within MASTIF). This includes the ability to design and test new and existing guidance, navigation, and control (GN&C) algorithms. As a demonstration of MASTIF’s versatility, results from the trajectory optimization (the open-loop solution) in the form of a set of initial states and specific orbital target parameters at MECO are used in a new preliminary assessment of a variant of the Space Shuttle’s flight-proven closed-loop guidance algorithm named Powered Explicit Guidance (PEG). Main engine burn times and the LVLH Euler angles from the open-loop and closed-loop solutions are compared to show approximate agreement and efficacy of MASTIF’s two distinct “modes”.
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Chapter 1

Introduction

Ever since the National Aeronautics and Space Administration’s (NASA’s) Apollo program ended in the early 1970’s, humans have not traveled beyond Earth Orbit (BEO). Various issues have hampered BEO travel for humans including the fact that human space flight (HSF) is costly and requires continued commitment from each new administration for decades to come. HSF is also risky, as evidenced in 2003 with the Space Shuttle’s Columbia disaster. In response to the Columbia Accident Investigation Report (CAIB) [1], in January 2004, President George W. Bush announced a new United States space policy—Vision For Space Exploration (VSE) [2]. The VSE established the goal of returning humans to the Moon by 2020 as preparation for a future human Mars mission. As a result of the VSE, NASA established the Constellation Program\footnote{The Constellation program effectively ended during the time of this thesis writing; however, a human Lunar mission remains an option}. In order to return humans to the Moon, a good deal of research and trade studies were conducted within the Constellation program. In particular, and the focus of this thesis, is the transfer trajectory from Earth to the Moon, i.e. the translunar injection (TLI) trajectory. This TLI problem is a trajectory optimization problem; deliver the most mass to the Moon while meeting mission constraints. This is not a new trajectory optimization problem—it was obviously solved during the Apollo program—using an indirect optimization method.
The research described in this thesis also leads to a solution of the TLI problem; however, a direct optimization method is employed to solve the problem, transcribing it to a nonlinear programming (NLP) problem that is solved with a commercial solver, SNOPT [3]. The robustness and flexibility offered by the direct method serve as the primary motivations; it is amenable to different types of trajectory optimizations and mission constraint requirements. Furthermore, this direct method is implemented using collocation techniques [4, 5] in a generic fashion in a three degree-of-freedom (3-DOF)/6-DOF vehicle simulation program. Direct optimization methods using collocation are effective at solving trajectory optimization problems [4, 5].

Typically, vehicle simulation and trajectory optimization (hereafter referred to as just optimization) programs are separate programs. Combining optimization and 3-DOF/6-DOF vehicle simulation software into the same tool, makes MASTIF’s capabilities rare. This combination addresses issues that arise from having separate programs and offers benefits as well. Frequently, the outputs of the optimization program are inputs into the vehicle simulation program. From this researcher’s experience the required modeling inputs (initial conditions, propulsion, aerodynamics, etc.) are rarely exactly the same between different programs. Also, the best an analyst can do is to ensure that the model between different tools is equivalent. This takes time and is a source of potential errors. Trajectories are sometimes optimized in a piece-wise fashion because establishing a first guess for a complete trajectory can be difficult. This issue can sometimes be remedied when the the same tool has dual capabilities such as simulation and optimization (especially when closed-loop guidance is available for use in the software for vehicle simulations). For example, the entire trajectory can be simulated to achieve an initial trajectory guess (as input) for the (complete) trajectory optimization and not just a certain portion of the trajectory.

There are two other benefits of this vehicle simulation/trajectory optimization software combination. The first concerns DOF. Generally, trajectory optimization tools are limited to 3-DOF modeling of the vehicle. Extending them to 6-DOF is not readily attainable because
it would require significant software development or redevelopment. However, when implemented in the same tool as a 6-DOF vehicle simulation, extending the trajectory optimization software to 6-DOF is expected to be readily attainable because the 6-DOF infrastructure (e.g. equations of motion) already exists. Lastly, when the vehicle simulation/trajectory optimization software is combined in a single software package, code maintenance is only required on one piece of software instead of two. The list below summarizes the motivations for combining vehicle simulation and trajectory optimization software.

- reduce modeling errors
- save time
- easier/better initial guesses
- readily extendable to 6-DOF optimization
- fewer software programs to maintain

As stated above, the research presented in this paper has two main parts. The first part is a description of a novel application of a direct method within the framework of a 3/6-DOF vehicle simulation software tool and its application to the TLI trajectory optimization problem. The vehicle configuration includes an Earth Transfer Stage (ETS), an orbiter, lander, and a bipropellant chemical engine. The modeled trajectory initiates from a circular Low Earth Orbit (LEO) with main engine ignition; the ETS and propellant tanks are jettisoned an hour after ignition. The trajectory ends with the spacecraft flying over the north pole of the Moon. The second part of this thesis highlights the dual capability of the software tool by utilizing the results of the TLI optimization (the open-loop solution) in the form of certain orbital states at main engine cutoff (MECO) as input data into the vehicle simulation (the other “mode” in MASTIF) that assesses a potential candidate closed-loop guidance algorithm. The closed-loop guidance algorithm assessed is a variant of the Space Shuttle’s guidance named Powered Explicit Guidance (PEG); the fact that it is flight-proven makes it a good candidate. Finally, the results from the open-loop and closed-loop solution
are compared to show approximate agreement and efficacy of MASTIF.

As an aid to the reader, Appendix A provides a review of key terminology used throughout this thesis including the pros and cons of the direct method.

1.1 Literature review

1.1.1 Sample Trajectory Optimization Programs Used by NASA

Trajectory optimization programs have been around since the 1960’s and those developed during that time period tended to utilize indirect methods. These programs specialize in solving a specific type of trajectory problem. Here are some examples. Solar Electric Propulsion Trajectory Optimization Program (SEPTOP) [6] specializes in interplanetary solar electric propulsion problems. These trajectories could include gravity assists from planetary flybys. Multidisciplinary Integrated Design Assistant for Spacecraft (MIDAS) [7] is a patched conic interplanetary program that optimizes discrete events such as launch and flyby dates. DUKSUP [8] was a popular program for launch ascent trajectories and used through the early 1990’s. In the 1970’s, Program to Optimize Simulated Trajectories (POST) [9] was developed for the Space Shuttle program; it specializes in atmospheric ascent and reentry trajectory problems. These programs had/have the advantage of relatively fast execution times, but some were/are notorious for sensitivity to initial guesses and were/are sometimes hampered by the difficulty in determining good adjoint variable guesses.

Since the 1980’s, when digital computers became increasingly advanced, there has been a growth in developing new trajectory optimization programs, especially those that use the direct method, driven in large part by the increasingly complex trajectory designs. Mission Analysis Low-Thrust Optimization (MALTO) [10], Mystic [11] and Copernicus [12] all were developed in within the last 20 years. All specialize in interplanetary trajectories. MALTO is used primarily for low-thrust trajectory optimizations. NASA’s Dawn mission
trajectory design work was accomplished with Mystic which uses dynamic programming theory as its foundation for optimization. Copernicus uses NLP software, such as SNOPT [3], as an optimization engine. Optimal Trajectories by Implicit Simulation (OTIS) [14, 5] is a trajectory optimization program that was initially developed by Boeing for the U.S. Air Force during the 1980’s. Originally, it optimized atmospheric flight trajectories. OTIS is particularly noteworthy because it was the first program to use collocation in trajectory optimization. Hargaves and Paris [4] showed the need for sparse NLP packages such as SNOPT. Nowadays, SNOPT and other sparse solvers are commonly used in many trajectory optimization programs [12, 14, 10]. These newer programs are less specialized and less sensitive to initial guesses compared to the earlier developed trajectory optimization programs. Programs using the direct method are particularly attractive because constraints can easily be added, removed, or modified with minimal source code changes because no new analytical derivations are required. The best that a trajectory optimization program using an indirect method can do is to allow for a set of constraints for which the variational equations have already been derived and coded. Any new constraints would require deriving and coding a new set of variational equations. Regardless of the technique employed to achieve an optimal solution or when it was developed, optimization programs tend to be restricted to 3-DOF; 6-DOF optimization programs are a rarity—just one has been discovered [9] by this researcher. This is worth mentioning because 3-DOF optimization programs can only determine the optimal path through space with basic vehicle modeling (e.g. point mass).

Aerospace vehicle simulation programs serve a different purpose than optimization programs in that they are often the primary tool used to design and test a vehicle’s guidance, navigation, and control (GN&C) system (for 6-DOF). Those used within NASA do not date back as far as some of the optimization programs. Marshall Aerospace Vehicle Representation in C (MAVERIC) [15] is a simulation program developed in the 1990’s that was used recently for ARES I [16] design work. Mission Analysis Simulation Tool in Fortran (MASTIF) [17] was used to verify MAVERIC results for certain ARES I trajectories. Both programs are general enough to simulate in-space or atmospheric flight. Dispersion analysis, which can be
performed with Monte-Carlo runs, is often desired. Gaining insight into the dynamics of the vehicle and knowing its response to hardware performance and environmental variations is the strength of a simulation program.

Optimization theory still has a significant role in vehicle GN&C algorithms. For example, the Space Shuttle’s ascent guidance program, PEG, is based on the linear tangent steering law [18], derived using optimal control theory.

Note that a 6-DOF trajectory optimization program would have the ability to serve as a vehicle simulation program simply by switching modes (because a 6-DOF program likely has closed-loop guidance and control capabilities). In fact, POST functions this way. Typically, this is not the case for a 3-DOF optimization program because of the lack of navigation and closed-loop guidance algorithms.

1.1.2 Translunar Injection

The development of translunar injection (TLI) trajectories began in the early 1960s for the Apollo program. Two types of Earth-Moon transfers could be performed [19]. The first was a free-return that places the Saturn-IVB (S-IVB) on a high pericynthion trajectory. The free-return trajectory would flyby the Moon and return to Earth without requiring any main propulsion. This ensured a safe return of the crew in case of main engine failure, but the tradeoff was limited accessible lunar landing sites. The second option, used in later Apollo missions, was a hybrid trajectory in which the S-IVB started off on free-return and then, after the propulsion system passed checkout, performed a mid course correction (MCC) burn a few hours after TLI to place it on a non free-return Lunar approach trajectory. The hybrid trajectory offers better performance and more accessible landing sites than the free-return while still retaining a high degree of safety.

Targeting was performed using the geometrical hypersurface concept [20, 21] described by various orbital parameters (see [21]). Because the Earth and the Moon are in motion,
these target parameters vary and must be constantly updated during the coast phase (prior to the TLI burn). Saturn V’s on-board targeting scheme used table lookups of some of the orbital parameters as functions of a reference time. The restart preparation sequence started more than five minutes prior to the re-ignition command. Trajectory optimization results essentially controlled the moment the restart preparation began and the time of re-ignition. Later in the Apollo program, real-time targeting was performed using a computer program at what is now Johnson Space Center (JSC). This enabled updates to the on-board target parameters in case large dispersions were detected or a hybrid translunar transfer was selected [22].

At the start of the TLI burn, the hypersurface target parameters were frozen. At each guidance cycle, the on-board guidance system computed the desired MECO parameters (position vector magnitude, $R$, velocity vector magnitude, $V$, and flight path angle, $\gamma$) as functions of various orbital parameters. After determination of the MECO targets, the algorithm proceeded to calculate the desired Euler angles $\theta$ and $\psi$. The Iterative Guidance Mode (IGM) served as Saturn V’s launch ascent and TLI guidance program [23, 24]. In the ascent portion the MECO targets were fixed (determined with trajectory optimization), whereas they were recalculated (from table lookups of numerous trajectory optimization runs) every guidance cycle for TLI.

Rocket-powered guidance systems have made advancements since Apollo. The Space Shuttle’s PEG is an example [25]. Others have also contributed to launch ascent guidance advancements [26, 27]. On the other hand, any advancements made in TLI targeting/guidance has proven to be elusive to find by this researcher. This seems unsurprising considering that while rockets continue to be developed and launched, the final destination is generally some type of Earth orbit (LEO, GEO, etc.) and not the Moon. In January 2004, President George W. Bush announced the VSE for NASA that calls for returning humans to the Moon by 2020. Although returning humans to the Moon by 2020 seems in doubt because of NASA’s recent budgets, it seems plausible that at some point in the future humans will be returning
to the Moon – at which time TLI guidance will be critical part of the overall GN&C software just as it was during Apollo.

PEG and other more recent guidance algorithms should be able to perform TLI guidance [28]. However, these algorithms were developed for ascent to orbit and do not update the MECO target parameters. They simply fly to an optimal set of MECO targets typically determined by some other trajectory optimization program. It will be important that the MECO targets be recomputed periodically during the actual TLI burn to accommodate vehicle performance and environment variations. This will ensure that the desired Lunar arrival conditions are met while minimizing propellant expenditures from the MCC(s) along the transfer.

1.2 Thesis Contribution

This thesis work has three main contributions:

- Provide NASA and the aerospace community with a software tool that can perform trajectory optimization and serve as a low-to-high fidelity vehicle simulation program. This is accomplished by developing a new optimization mode within MASTIF. The optimization work in this thesis is restricted to 3-DOF, but this new optimization mode is developed with the ultimate goal of its extension to 6-DOF optimization in mind.

- Use this new optimization mode, described in this thesis, to determine an optimal Earth-Moon transfer trajectory for a human mission to the Moon.

- Assess the performance of a candidate closed-loop guidance system for the TLI burn using the simulation mode and determine the impact of using fixed MECO target parameters for the first analysis design “cycle”. The closed-loop guidance algorithm assessed, PEG, is a candidate because it is flight-proven.
1.3 Thesis Organization

Chapter 1 introduces the TLI problem and provides the motivation for its solution. A review of the TLI problem in the context of the Apollo program is given. Sample trajectory optimization programs used within NASA are discussed as well. Chapter 2 provides an overview of the TLI trajectory modeling including relevant dynamic force models and mission constraints. Then, the software program, MASTIF, that enables this modeling numerically is described, followed by a brief generalized description of collocation. The reader is then introduced to relevant fundamental coordinate frames. The equations of motion are then described using these coordinate frames. Control variables that are to be used to steer the vehicle during the TLI burn are described. The problem formulation is then developed mathematically and includes required NLP variables such as the objective function and constraints. Finally, Chapter 2 concludes with a brief overview of the closed-loop guidance algorithm, PEG (used in the vehicle simulation, not the trajectory optimization). Chapter 3 covers trajectory optimization software development and provides the collocation method using NLP in generalized settings. A brief overview of SNOPT is given. Chapter 3 is crucial to understanding how a trajectory optimization problem (in MASTIF) is transcribed to a NLP problem and solved with SNOPT. Numerical results are provided in Chapter 4. Open-loop and closed-loop results are compared to demonstrate the efficacy of MASTIF. The last chapter, Chapter 5, summarizes the research and provides future direction.

Note that three appendices are provided for easy reference. Appendix A defines terminology that is used commonly throughout this thesis. Appendix B reviews key quaternion mathematics and important coordinate frame transformations, utilizing quaternions, are provided in Appendix C. Finally, Appendix D contains the Hermite interpolating polynomial expressions.
Chapter 2

Translunar Injection Problem

2.1 Overview

The Earth to Moon transfer problem to be solved consists of the following sequence of events and modeling assumptions. Starting in circular 29° LEO, at the epoch of January 1, 2018 (midnight), perform a main engine burn to place the spacecraft on the correct three day transfer ellipse while maximizing the mass at MECO. The start-up and shut-down transients of the engine are ignored, but can be included in the future. The atmospheric drag is also ignored for now. Approximately one hour after the start of the burn, the spacecraft jettisons the ETS. Flight performance reserve (FPR) propellant left over from the ascent to orbit and reaction control system (RCS) propellant (carried in two separate propellant tanks) are also jettisoned with the ETS. The propellant in these two tanks are not available for use for this 3-DOF optimization; it is reserved for 6-DOF simulations. Propellant remaining in the tanks from the main engine burn are carried along to the Moon, but could easily be jettisoned as modeling is refined for future needs.

The spacecraft is to arrive at the Moon flying over the north pole (\(inc = 90^\circ\)) at a 100 km pericynthion altitude. The relatively small \(\Delta V\) required to capture the spacecraft into
Table 2.1: Propulsion and mass properties

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{sp}$</td>
<td>448 sec</td>
</tr>
<tr>
<td>$T_{vac}$</td>
<td>1,070.5936 kN (240,679 lb_f)</td>
</tr>
<tr>
<td>$MR$</td>
<td>5.5</td>
</tr>
<tr>
<td>$m_0$</td>
<td>187,901 kg (414,250 lb_m)</td>
</tr>
<tr>
<td>$m_{ETS}$</td>
<td>25,463 kg (56,137 lb_m)</td>
</tr>
<tr>
<td>$m_{LOX}$</td>
<td>81,887 kg (180,531 lb_m)</td>
</tr>
<tr>
<td>$m_{LH2}$</td>
<td>14,889 kg (32,824 lb_m)</td>
</tr>
<tr>
<td>$m_{FPR}$</td>
<td>1,449 kg (3,194 lb_m)</td>
</tr>
<tr>
<td>$m_{RCS}$</td>
<td>342 kg (754 lb_m)</td>
</tr>
</tbody>
</table>

a Lunar orbit is not currently modeled. Table 2.1, above, lists the LOX/LH2 bipropellant engine’s specific impulse, $I_{sp}$, vacuum thrust, $T_{vac}$, and mixture ratio, $MR$. The spacecraft’s initial mass, $m_0$, includes the mass of the ETS, $m_{ETS}$, and the mass of the filled fuel and oxidizer tanks, $m_{LH2}$ and $m_{LOX}$, respectively. Propellant reserved for the RCS, $m_{RCS}$, and FPR, $m_{FPR}$, are also listed.

Gravitational effects and 1st order harmonics ($J_2$) from the Earth, Sun, and Moon are modeled. The values for the physical constants for these three bodies came from [29]. Ephemeris data (Earth, Moon, and Sun time-dependent positions) came from the Jet Propulsion Laboratory’s SPICE software [30].

### 2.2 Mission Analysis Simulation Tool in Fortran

Mission Analysis Simulation Tool in Fortran (MASTIF) is a low-to-high fidelity vehicle simulation program written primarily in Fortran 90/95/2003 with some C/C++ as well. It is an input file driven program that runs natively on Linux and Macintosh operating systems. Development started in 2006 to support NASA’s ARES I project within the Constellation Program, with this researcher leading a small team of developers. The ARES I was a rocket intended to replace the Space Shuttle. MASTIF was designed to be flexible enough to support not only launch ascent trajectories, but in-space trajectories as well. Over the years, it has been used successfully to help verify and validate certain ARES I trajectory design cycles and
Figure 2.1: Relationship of phases, vehicles, and mission within MASTIF

for LEO analysis. It can be used for 3-DOF and 6-DOF simulations. The object-oriented language of modern Fortran enables major entities within MASTIF to be treated as derived data types (Fortran parlance), which are called structures in the C language. The three major derived data types used within MASTIF are the mission, vehicle, and phase. The mission is the most top-level derived data type and consists of time, input/output information, and vehicles to name a few. Vehicles simply consist of other derived data types such as phases, propellant tanks, engines, RCS thrusters, actuators, etc. Mass properties, propulsion and aerodynamic models are all attributes of a vehicle. Phases are used to provide transitions, usually from one model to another. Phases are comprised of models such as environment and gravitational bodies. A top-level schematic in 2.1 shows the relationship for a notional mission.

Key features of MASTIF include the ability to easily swap out different models. These models include force models and GN&C models. Different models can be added either
through source code or mathematical expressions that are character strings contained in an input file and parsed and evaluated internally. Additionally, MASTIF is very flexible regarding physical units: variables can be input and output in any unit(s), and internal working units can be controlled as well.

2.3 Collocation

Collocation is a numerical procedure that results in parameterizing the potential solutions to the differential equations (the states) and controls at discrete points in time (referred to as nodes or knots) [31, 32]. Local piece-wise polynomials approximate the states and controls at these nodes. Differences between these polynomial approximation solutions of the states and controls and the state and control values (obtained in some other way) at the same nodes are errors and called defects [4]. No explicit integration is required; however, only when the defects are zero does the polynomial approximation of the states become valid (meaning that the physics of the problem are not violated). The formulation of the polynomial (including the order) and defects can vary, but the polynomials still remain local. In the context of a trajectory optimization, collocation alone is not very useful because the true states and control values are still unknown. However, once combined with a NLP solver, collocation becomes very useful and effective at solving a wide-range of aerospace trajectory optimization problems [4, 5]. This is because the NLP solver is the mechanism that provides the state and control values at discrete points (the “other way” mentioned above) while simultaneously driving the defects to zero and optimizing the trajectory.
2.4 Translunar Injection Trajectory Discretization Modeling

Two vehicles and three (total) phases are utilized to model the problem. The first vehicle includes the spacecraft and the ETS and is modeled with two phases. The first phase is the TLI burn and the second phase is a nearly one hour coast phase. The second vehicle does not include the ETS and the FPR and RCS propellant tanks. Its primary role is to easily facilitate the jettison of the ETS and two propellant tanks within the software design of MASTIF. The second vehicle has one long coast phase. The first two phases are collocation phases (described further in Chapter 3) whereas the last phase is an explicitly integrated phase using a high order Runge-Kutta integrator [33].

Figure 2.2: Vehicle and phase schematic

Figure 2.2 shows a schematic of the vehicle and phase layout (with minimal nodes for clarity) and Figure 2.3 depicts the double nodes that are utilized at all phase \((k)\) boundaries to enable discontinuities in the vehicle states \((s)\) and/or controls \((u)\) and will also be discussed in further in Chapter 3.
The discretization of each phase is shown in Table 2.2. Each of the first two phases are subdivided into a number of segments, $nSeg_{ph}$, and each segment contains a certain number of nodes, $nNodes_{seg}$. The relationship between segments, nodes, and phases will be discussed in the next chapter. High order polynomials used in the 2$^{nd}$ phase were used to test the robustness of generating higher order polynomial approximations.

Table 2.2: TLI phase inputs

<table>
<thead>
<tr>
<th>phase</th>
<th>method</th>
<th>$nSeg_{ph}$</th>
<th>$nNodes_{seg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>collocation</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>collocation</td>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>Runge-Kutta 7/8</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

In general, there exist different discretization schemes, expecting the same results within the range of accuracy that might vary from user to user. Discretization is advantageous because it enables the user to control solution accuracy, which is especially important during the initial attempts at a solution when less accuracy is required. Permitting user control over the number of nodes per segment and the number of segments per phase is analogous to controlling the order of integration method and integration step-size, respectively, in an explicit integration. This numerical control essentially allows accuracy to vary from phase to phase according the modeled dynamics of the problem. In this thesis, the discretization process is iterative and to accurately represent the trajectory, there must be...
enough grid points (placement is also important) considered for the applied algorithm. Table 2.3 lists the phase (input) timing and bounds.

Table 2.3: TLI phase time inputs

<table>
<thead>
<tr>
<th>phase</th>
<th>$t_{0_{lwr}} \leq t_0 \leq t_{0_{upr}}$</th>
<th>$\Delta t_{lwr} \leq \Delta t \leq \Delta t_{upr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$0 \leq 0 \leq 0$</td>
<td>$380sec \leq 400sec \leq 450sec$</td>
</tr>
<tr>
<td>2</td>
<td>$380sec \leq 400sec \leq 450sec$</td>
<td>$53.4min \leq 53.4min \leq 53.4min$</td>
</tr>
<tr>
<td>3</td>
<td>$59.2333min \leq 60.0667min \leq 60.9min$</td>
<td>$66.213hr \leq 70.99hr \leq 71.01hr$</td>
</tr>
</tbody>
</table>

The phase start times for phase 2 and 3 are free whereas it is fixed for phase 1. Likewise, the phase durations are also free for two phases and fixed for the other.
Table 2.4: TLI constraints

<table>
<thead>
<tr>
<th>phase</th>
<th>type</th>
<th>number of constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\chi$</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>none</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>$\Psi$</td>
<td>3</td>
</tr>
</tbody>
</table>

Each phase’s number of constraints and type are listed in Table 2.4. A total of six constraints are utilized; three initial, $\chi$, and three final, $\Psi$. The second phase is the only phase without active constraints.

2.5 Coordinate Frames

2.5.1 Keplerian

References to various Keplerian elements are used throughout this thesis. Figure 2.4 depicts five of the six classical elements for an elliptical orbit around Earth. Their definitions are provided here for convenience and can be found in just about any textbook covering orbital mechanics such as [34].

- $a$: semi-major axis (not shown) describes the size of the orbit
- $e$: eccentricity vector—points from center of Earth to perigee, the magnitude describes the shape of the orbit
- $i$: inclination—the angle between the angular momentum vector, $\vec{h}$, and the unit vector in the $\vec{Z}$ direction (hereafter referenced as $inc$)
- $\Omega$: right ascension of ascending node—angle from the Vernal Equinox to the ascending node
- $\omega$: argument of perigee—the angle from the ascending node to the eccentricity vector
- $\nu$: true anomaly—the angle from the eccentricity vector to the satellite’s position vector
Some of these angles ($\omega$ and $\nu$) become undefined for circular orbits and new definitions arise. Numerical singularities arising from circular orbits ($e = 0$) and/or equatorial orbits ($inc = 0^\circ$ or $180^\circ$) must be avoided.

### 2.5.2 Cartesian

Four primary Cartesian coordinate frames are referenced often. Two are inertial (non-accelerating) and two are non-inertial (relative). The first inertial frame is the Earth Mean Equator and Equinox of Epoch J2000 (EME2000). The standard reference epoch is January 1, 2000, noon Terrestrial Time (TT). For a detailed description of the time scales (including TT) the reader is referred to [36]. The x-axis points in the direction of the Vernal Equinox.
Figure 2.5: Earth Mean Equator and Equinox of Epoch J2000 [29]

of the Earth mean orbit at J2000. The z-axis is normal to the Earth mean equator at J2000 and the y-axis completes the right-handed system. The second inertial frame is the Moon-Centered, Moon Mean Equator of Epoch and IAU-Node of Epoch (MCME). Figures 2.5 and 2.6 illustrate both of these frames. The coordinate transformation from EME2000 to the Moon frame is given in Appendix C.
Figure 2.6: Moon-Centered, Moon Mean Equator of Epoch and IAU-Node of Epoch [29]
The two relative frames are useful for describing the attitude of the vehicle. The origin of both is at the vehicle’s center of mass. The first is the vehicle’s body frame. The $x$-axis points out the nose of the vehicle, the $y$-axis points out the right-hand side (assuming a “heads-up” orientation) and the $z$-axis completes the right-handed system. The other relative frame is the Local-Vertical Local-Horizontal (LVLH) frame. The $z$-axis (local vertical) points from the vehicle’s center of mass along the (negative) radius vector. The positive $y$-axis points along the negative orbit angular momentum vector and the $x$-axis (local horizontal) completes the right-handed system. Three Euler angles, $\phi$, $\theta$, and $\psi$, describe the relationship between these two frames. These Euler angles are loosely referred to as roll, pitch, and yaw, respectively. Figure 2.7 shows these two frames. Appendix B provides the coordinate transformations between them. Note that, in general, the derivatives of roll, pitch, and yaw, with respect to time, are not the same as the body rates (commonly referred to as $p$, $q$, and $r$).
2.6 Equations of Motion

The equations of motion are modeled in EME2000 Cartesian coordinates. The velocity vector is given by (2.1) (EME2000 is also referred to as J2000, hence the subscript name). Because thrust is the only (modeled) non gravitational force exerted on the vehicle, the acceleration term, (2.2), becomes

\[ \dot{r}_{j2k} = v_{j2k} \quad (2.1) \]

\[ \dot{v}_{j2k} = \frac{T_{vac}}{m} \mu_{j2k} + g_{j2k} \quad (2.2) \]

where \( \mu_{j2k} \) is the direction of thrust (unit magnitude) expressed in EME2000 coordinates and \( T_{vac} \) is the vacuum thrust (atmospheric effects are neglected) listed in Table 2.1. The acceleration due to gravity is the sum of gravitational accelerations of the Earth, Sun, and Moon:

\[ g_{j2k} = g_{j2k,\oplus} + g_{j2k,\odot} + g_{j2k,\$} \quad (2.3) \]

and the evaluation is based on that given in [38].

The mass of the vehicle depends on the phase and is determined from a table lookup as a function of total remaining propellant:

\[ m = \begin{cases} f(table[m_{LOX} + m_{LH2} + m_{FPR} + m_{RCS}]) + m_{ETS} & \text{if } phase \leq 2, \\ f(table[m_{LOX} + m_{LH2}]) & \text{if } phase = 3. \end{cases} \quad (2.4) \]

To complete the dynamical model, the propellant tank mass flow rates are

\[ ^{1}\text{NOTE: scalars are regular characters whereas vectors/arrays are \textbf{bold}} \]
\[
\dot{m}_{\text{tank}} = \begin{cases} 
\begin{bmatrix} 
\dot{m}_{\text{LOX}} \\
\dot{m}_{\text{LH2}} \\
\dot{m}_{\text{FPR}} \\
\dot{m}_{\text{RCS}} 
\end{bmatrix} & \text{if } \text{phase} \leq 2, \\
\begin{bmatrix} 
\dot{m}_{\text{LOX}} \\
\dot{m}_{\text{LH2}} 
\end{bmatrix} & \text{if } \text{phase} = 3
\end{cases}
\] (2.5)

where the LOX and LH2 tank mass flow rates are calculated as:

\[
\dot{m}_{\text{LOX}} \equiv -\dot{m}_{\text{eng}} MR \\
= -206.2 \text{kg/s} \ (-454.6 \text{lb}_m/\text{s}) \quad (2.6)
\]

and

\[
\dot{m}_{\text{LH2}} \equiv -\dot{m}_{\text{eng}} \frac{MR + 1}{MR + 1} \\
= -37.5 \text{kg/s} \ (-82.7 \text{lb}_m/\text{s}) \quad (2.7)
\]

where

\[
\dot{m}_{\text{eng}} \equiv \frac{T_{\text{corr}}}{T_{\text{sp}} g_{\text{SL}}} \\
= 243.7 \text{kg/s} \ (537.3 \text{lb}_m/\text{s}) \quad (2.8)
\]
and $g_{SL}$ is the magnitude of the Earth’s gravity vector at sea level. Note that

$$\dot{m}_{FPR} = \dot{m}_{RCS} = 0 \quad (2.9)$$

because no propellant is drawn from these two tanks.
2.7 Problem Formulation

Let the dynamical system states, \( x(t) \), be the solutions to the equations of motion, (2.1), (2.2), and (2.5), defined in the previous section and the control variables (or simply control), \( u(t) \), be some or all of the Euler angles that relate the vehicle body frame to the LVLH frame (defined more precisely in the next section), then an optimal control problem minimizes a cost function

\[
J = J(x(t), u(t), t) \tag{2.10}
\]

subject to the system’s equations of motion,

\[
\dot{x} = f(x(t), u(t), t) \tag{2.11}
\]

and any initial constraints

\[
\chi(x(t_0), t_0) = 0 \tag{2.12}
\]

terminal constraints

\[
\Psi(x(t_f), t_f) = 0 \tag{2.13}
\]

and path contraints

\[
c(x(t), u(t), t) \leq 0 \tag{2.14}
\]

where

\[
t_0 \leq t \leq t_f, \ x \in \mathbb{R}^{n \times 1}, \ u \in \mathbb{R}^{m \times 1}, \ \chi \in \mathbb{R}^{p \times 1}, \ \Psi \in \mathbb{R}^{q \times 1}, \ and \ c \in \mathbb{R}^{r \times 1} \ and \ t_0 \ and \ t_f \ are \ the \ initial \ and \ final \ times, \ respectively. \ This \ is \ a \ more \ generalized \ formulation \ than \ is \ needed, \ because \ no \ path \ constraints \ were \ used \ for \ the \ TLI \ trajectory \ optimization.
\]

\[\text{NOTE: scalars are regular characters whereas vectors/arrays are bold}\]
Also, recognize that this formulation does not depend on the number or type of states and controls.

The exact form (i.e. expression) of (2.10) is determined from the method selected to solve the optimal control problem. If a Calculus of Variations (CoV) approach is pursued then the form of (2.10) would be either the Bolza, Lagrange, or Mayer form [31] depending on which is preferred for the specific problem being solved. It is highly desirable for the optimization mode in MASTIF to be robust and flexible and so a direct approach is pursued instead of an indirect approach. The optimal control problem is transcribed to a nonlinear constrained optimization problem of the form:

\[
\begin{align*}
\text{minimize } J(x) & \quad \text{subject to } L \leq \begin{pmatrix} x \\ f(x) \\ g(x) \end{pmatrix} \leq U
\end{align*}
\]  

(2.15)

and solved by SNOPT. The first element in (2.15), \(x\), is an array containing all the independent variables including the controls, \(u\) (\(x\) and \(u\) given in (2.10) are now combined into a single array). At the start of the problem, it contains the initial guesses for all the independent variables. During the optimization process, it is an output array from SNOPT. The second element in (2.15), \(f(x)\), is an input array into SNOPT containing linear and nonlinear constraints and the objective function, \(J(x)\). The last element, \(g(x)\), is an (optional) input array into SNOPT containing the 1\(^{st}\) order partial derivatives of \(f(x)\). It is assumed that the derivatives are smooth and continuous up to 2\(^{nd}\) order. \(L\) and \(U\) are the given lower and upper bounds.
2.7.1 Controls, Objective Function, and Constraints\textsuperscript{3}

To enable the TLI trajectory optimization problem to be transcribed to a constrained NLP problem, the controls, $u$, the objection function, $J$, and the constraints are defined in this section. Phase 1 is the only phase with active controls and an LVLH Euler angle set is selected (see Figure 2.7). The control input is thus defined as:

$$ u = \begin{bmatrix} \dot{\phi}_{lvlh} \\ \theta_{lvlh} \\ \psi_{lvlh} \end{bmatrix} \cdot (2.16) $$

To meet the mission objective of maximizing mass, the objective function is the minimum engine burn time, $t_{eng}$, which is equivalent to maximizing cutoff mass. It is also the same as minimizing the duration of phase 1 ($\Delta t_1$):

$$ J = t_{f1} - t_{01} $$

$$ = t_{eng} $$

(2.17)

where $t_{f1}$ and $t_{01}$ are final time and initial time, respectively, in phase 1.

The initial LEO is constrained in a way that ensures the orbit is nearly circular, has the correct size and is correctly tilted. The orientation of the orbit plane is prescribed by the ascending node angle which is unconstrained. Optimal timing is achieved by allowing the argument of perigee and true anomaly to be unconstrained. The three initial constraints are:

(correct size)

$$ \chi_1 = a(t_{01}) - a $$

(2.18)

\textsuperscript{3}NOTE: scalars are regular characters whereas vectors/arrays are \textbf{bold}
(correct tilt)
\[ \chi_2 = \text{inc}(t_{o_1}) - \text{inc} \]  
(2.19)

(correct shape)
\[ \chi_3 = e(t_{o_1}) - e \]  
(2.20)

where \( a, \text{inc}, \) and \( e \) are listed in Table 2.5.

Table 2.5: Initial semi-major axis, inclination, and eccentricity

<table>
<thead>
<tr>
<th>( a ) (km)</th>
<th>( \text{inc} ) (degree)</th>
<th>( e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6,563 (3,544)</td>
<td>29</td>
<td>1.0 ( \times ) 8</td>
</tr>
</tbody>
</table>

To ensure that the spacecraft arrives on the desired trajectory, three final constraints, relative to the Moon, are used in the last phase (phase 3)

\[
\Psi = \begin{bmatrix} 
alt_p(t_{f3}) - alt_p \\
\text{inc}_{\text{wrt}\xi}(t_{f3}) - \text{inc}_{\text{wrt}\xi} \\
\dot{\text{r}}_{\text{wrt}\xi}(t_{f3}) - \dot{\text{r}}_{\text{wrt}\xi}
\end{bmatrix}
\]  
(2.21)

where the radial velocity component is given by

\[
\dot{\text{r}}_{\text{wrt}\xi} = \frac{e_{\text{wrt}\xi} \sqrt{-a_{\text{wrt}\xi} \text{gm}_{\xi}} \sin \theta_{\text{wrt}\xi}}{a_{\text{wrt}\xi} (1 - e_{\text{wrt}\xi} \cosh H_{\text{wrt}\xi})}.
\]  
(2.22)

The radial velocity component constraint ensures that the pericynthion altitude is attained and is the altitude of closest approach. It is equivalent to arriving at a hyperbolic anomaly of zero. The three desired lunar arrival values are listed in Table 2.6. The semi-major axis, \( a_{\text{wrt}\xi} \), is negative because the trajectory is hyperbolic relative to the Moon. \( H_{\text{wrt}\xi} \) and \( \text{gm}_{\xi} \) are the hyperbolic anomaly and the Moon’s gravitational constant, respectively.

At this point, the equations of motion given by (2.1), (2.2) and (2.5), and the controls
Table 2.6: Desired Lunar arrival conditions

<table>
<thead>
<tr>
<th>$alt_p$ (km/nmi)</th>
<th>$inc_{wrt\zeta}$ (degree)</th>
<th>$\dot{r}_{wrt\zeta}$ (km/s/ft/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>90</td>
<td>$1.0e^{-8}$ (3.28e^{-5})</td>
</tr>
</tbody>
</table>

given by (2.16) have been defined for the TLI trajectory problem. The NLP problem formulation has also been provided by (2.15). Chapter 3 describes the procedure to transcribe (2.1), (2.2), (2.5), and (2.16) into a NLP problem of the form given by (2.15) for a general trajectory optimization problem. Before proceeding on to Chapter 3, a brief description of the closed-loop guidance algorithm that is used in the TLI vehicle simulation is provided in the next section. As stated previously, key (optimal) outputs from the TLI trajectory optimization are inputs for the vehicle simulation.

2.8 Closed-loop Guidance

2.8.1 Powered Explicit Guidance

PEG is the closed loop guidance algorithm used on the Space Shuttle to handle all phases of its exoatmospheric powered flight. It uses closed-form equations for the propulsive acceleration term (called thrust integrals) to accommodate constant thrust or constant acceleration phases of flight. The fuel-optimal time history of the unit thrust vector and its rate of change is derived using CoV. PEG can support up to 7 different end conditions. PEG’s simplicity and heritage make it attractive. Heritage is an important factor in the design selection process because proven designs can significantly reduce risk and costs associated with testing. Slightly different versions of PEG appear in the literature [25, 24, 39] and have minor differences in the thrust integral terms. The version in MASTIF is based on [24].
Chapter 3

Trajectory Optimization Software Development

3.1 Transcription Procedure

The procedure to transcribe a general trajectory optimization problem to a constrained NLP problem includes discretizing the equations of motion through a collocation scheme [31, 4, 14]. In collocation, the states and controls are parameterized and (local) polynomials are used to approximate the solution to the equations of motion at strategic (collocation) points (referred to as nodes). These parameterized states and controls are free variables; after the transcription procedure they are part of the NLP problem. Hermite interpolating polynomials, provided in Appendix D, approximate the solution to the differential equations (the states). An efficient numerical implementation is given in [40].

A partial set of Cartesian equations of motion is given by:

\[ \dot{r}_{j2k} = v_{j2k} \]  

\[ \text{(3.1)} \]

\[ ^{1}\text{NOTE: scalars are regular characters whereas vectors/arrays are bold} \]
and

\[ \dot{v}_{j2k} = \frac{\mathbf{F}_{j2k}}{m} + g_{j2k} \]  

(3.2)

where \( \dot{r}_{j2k} \) is the derivative of the position vector of the vehicle expressed in EME2000 coordinates. The acceleration term, \( \dot{v}_{j2k} \), is a function of all the forces acting on the vehicle, \( \mathbf{F}_{j2k} \), the vehicle’s mass, \( m \), and the acceleration due to gravity, \( g_{j2k} \). To complete this set of equations of motion, a mass flow rate term must be included. The mass flow rate of an engine is defined in Chapter 2 and is repeated here for convenience:

\[ \dot{m}_{\text{eng}} = \frac{T_{\text{corr}}}{I_{\text{sp}} g_{\text{SL}}} \]  

(3.3)

where \( T_{\text{corr}} \) represents the vacuum thrust that has been corrected due to atmospheric pressure effects (if any) and \( I_{\text{sp}} \) is the specific impulse of the engine. The mass flow rates in the equations of motion are the mass flow rates of the propellant tanks:

\[ \dot{m}_{\text{tnk}} = \begin{cases} 
-\dot{m}_{\text{eng}} & \text{if monoprop engine}, \\
-\dot{m}_{\text{eng}}(f(MR)) & \text{if biprop engine} 
\end{cases} \]  

(3.4)

where \( f(MR) \) indicates that for a bipropellant engine the mass flow rate, \( \dot{m}_{\text{tnk}} \), is also a function of the mixture ratio \((MR)\), and it is understood that the subscript \( \text{tnk} \) is a generic name. The total number of equations of motion variables is then \( 6 + \text{number of propellant tanks} \). The state variables (the solutions to (3.1), (3.2), and (3.4)) are a subset of variables contained in \( \mathbf{x} \) from (2.15). Control parameters, \( \mathbf{u} \), phase start times, \( t_0 \), and phase durations, \( \Delta t \), when combined with the state variables comprise the full set of independent variables contained in \( \mathbf{x} \). For organizational convenience, combine (3.1), (3.2), and (3.4) into a single array as
where the states are

\[
\begin{bmatrix}
\mathbf{r}_{j2k} \\
\mathbf{v}_{j2k} \\
\mathbf{m}_{lnk}
\end{bmatrix}
\]

The 1\textsuperscript{st} array element, \( x \), from (2.15) becomes

\[
\begin{bmatrix}
s \\
u \\
t_0 \\
\Delta t
\end{bmatrix}
\]

where \( s \in \mathbb{R}^{(6+nTaks)\times 1} \), \( u \in \mathbb{R}^{3\times 1} \), \( t_0 \in \mathbb{R}^{nP_h\times 1} \), and \( \Delta t \in \mathbb{R}^{nP_h\times 1} \).

The discretization scheme implemented is inspired by the scheme described in [4] and follows nearly exactly that given in [14] including the exact expressions for the polynomials. Each phase, \( k \), is discretized into segments that contain nodes. Dimensional time is transformed by a Legendre-Gauss-Lobatto (LGL) distribution method [41] that results in placing the nodes on a non-dimensional time grid, \( \tau_{seg} \), spanning from \(-1\) on the left segment boundary to \(+1\) on the right segment boundary. Each segment contains at least three nodes to enable interpolated state and control values to be obtained at every other node. There is no maximum limit on the number of nodes; however, it must be an odd number due the mathematical formulation adopted. The number of nodes (per segment) corresponds directly to the order of the interpolating polynomial. Figure 3.1 shows a schematic of a segment using
Potential solutions to $s_j$ and $u_j$ are provided by SNOPT at every odd-numbered node. Starting with the segment’s 1st node ($\tau_{seg} = -1$ and $j = 1$), the derivatives, $\dot{s}_j$, are evaluated at all the odd-numbered nodes with (3.1), (3.2), and (3.4). A Hermite polynomial interpolation \cite{40} is performed using $s_j$ and $\dot{s}_j$ at all the segment’s odd-numbered nodes to estimate the states at the even-numbered nodes, $\tilde{s}_{j+1}$, as well as the derivatives, $\tilde{\dot{s}}_{j+1}$. The interpolated states, $\tilde{s}_{j+1}$, are used to obtain the true derivatives, $\dot{s}_{j+1}$, at these even-numbered nodes. The differences between the derivatives estimated from a (Hermite) polynomial fit, $\tilde{s}$, and the derivatives obtained from the evaluation of the equations of motion, $\dot{s}$, are called “defects”, $\Delta$. The defects are calculated as

$$
\Delta_{j+1} = \tilde{\dot{s}}_{j+1} - \dot{s}_{j+1}, \quad j^2 = 1, 3, 5, \ldots
$$

and driven to zero (within some tolerance) by SNOPT. These defects are nonlinear

\footnotetext{segment node}
The controls at the even-numbered nodes, $u_{j+1}$, are prescribed by a simple linear interpolation of the controls at the adjacent odd-numbered nodes, $u_j$ and $u_{j+2}$. Control rates are not part of the equations of motion; therefore they are not included in the defects.

Each phase consists of at least one segment; multiple segments are equally spaced within a phase and their non-dimensional time grids, $\tau_{seg}$, are mapped to the phase non-dimensional time grid, $\tau$. Figure 3.2 shows a simple schematic for a collocation phase containing two segments with three nodes each.

A different subscript, $z$, for the phase nodes indicates different numbering than a segment. The node index for a segment is reset to 1 at the start of a new segment whereas the node index for a phase is reset to 1 at the beginning of new phase ($z = 1$ and $\tau = -1$). This node numbering scheme cascades up from the most local entity (a segment), through each phase, and continues for each vehicle until a sort of global numbering scheme is achieved for the entire mission. This global numbering scheme is represented hereafter with the subscript $i$ (note that $i = z$ for a mission with one phase).
This discretization process results in (3.7) becoming discretized as

\[
x = \begin{bmatrix}
    s_i \\
    u_i \\
    t_{0k} \\
    \Delta t_k
\end{bmatrix}, i^3 = 1, 3, 5, ..., k^4 = 1, 2, 3... \quad (3.9)
\]

To allow discontinuities of the states due to the need to model such events as mass jettisons, two nodes are placed at the phase boundaries. These two nodes share the same time point on the grid, but are allowed to have different state and/or control values. This feature is controlled by the user through an integer input variable named \textit{stepState} that corresponds to the state (and/or control) variable(s) that is/are allowed to be discontinuous. For example, \textit{stepState} = 4, 5, 6 would allow a discontinuity in all components of the velocity vector. The default is for these states and controls to be continuous across all phases.

As an aid in determining the size of \(x\), the number of nodes within each phase, \(nNodes_{ph}\), is calculated from the number the of segments per phase, \(nSeg_{ph}\), and the number of nodes per segment, \(nNodes_{seg}\),

\[
nNodes_{ph} = nSeg_{ph}(nNodes_{seg}) - (nSeg_{ph} - 1) \quad (3.10)
\]

and used to calculate the number of odd nodes (per phase)

\[
nNodes_{ph, odd} = \frac{nNodes_{ph} + 1}{2} \quad (3.11)
\]

as well as the number of even nodes

\(^3\text{global node} \quad ^4\text{phase number}\)
\[ n_{\text{Nodes}_{\text{ph,even}}} = n_{\text{Nodes}_{\text{ph}}} - n_{\text{Nodes}_{\text{ph,odd}}}. \]  

Nodes across all phases for a vehicle are summed up

\[ n_{\text{Nodes}_{\text{veh}}} = \sum_{n=1}^{n_{\text{Ph}}} n_{\text{Nodes}_{\text{ph},n}} - (n_{\text{Ph}} - 1) \]  

and finally the (global) number of nodes is calculated

\[ n_{\text{Nodes}} = \sum_{n=1}^{n_{\text{Veh}}} n_{\text{Nodes}_{\text{veh},n}} - (n_{\text{Veh}} - 1). \]  

The (global) number of odd nodes is then given by:

\[ n_{\text{Nodes}_{\text{odd}}} = \frac{n_{\text{Nodes}} + 1}{2} + n_{\text{Repeat}} \]  

where \( n_{\text{Repeat}} \) accounts for the extra node at phase boundaries,

\[ n_{\text{Repeat}} = n_{\text{Ph}} - 1. \]

Defects are then evaluated at all the even-numbered nodes as a function of an interpolating polynomial that uses iterated state and control values provided by SNOPT at all the odd-numbered nodes and their subsequently calculated derivatives. After exiting SNOPT, the (final) state and control values are recorded at the odd-numbered nodes. Time histories are generated by fitting a cubic-spline curve fit through these data points.

The last required array to describe in (2.15) is \( f(x) \). This array contains constraints and the objective function. Linear constraints ensure that start time of one phase is also the end time of the previous phase. These constraints are given as
\[ \eta = t_{0_{k-1}} + \Delta t_{k-1} - t_{0_k}, \quad k = 2, 3, 4, \ldots . \] (3.17)

Additional linear constraints given below are required to ensure continuity with the states, \( s \), and controls, \( u \), across the phases.

\[ \zeta_s = s^+_k - s^-_{k-1}, \quad k = 2, 3, 4, \ldots \] (3.18)

\[ \zeta_u = u^+_k - u^-_{k-1}, \quad k = 2, 3, 4, \ldots \] (3.19)

where \( s^+_k \) indicates the state values at the 1\(^{st}\) node of phase \( k \) and \( s^-_{k-1} \) indicates the state values at the last node of phase \( k - 1 \) (likewise for \( u^+_k \) and \( u^-_{k-1} \)). The linear constraint array then becomes

\[ \xi = \begin{bmatrix} \eta \\ \zeta_s \\ \zeta_u \end{bmatrix} . \] (3.20)

The nonlinear constraints consist of initial phase constraints, \( \chi(t_{0_k}) \), final phase constraints, \( \Psi(t_{f_k}) \), the defects, \( \Delta_{i+1} \), and path constraints, \( c \). Path constraints differ from the other nonlinear constraints in that they are enforced (evaluated) at the even-numbered nodes as well (\( \tilde{c} = \text{all nodes} \)). An array containing all of the nonlinear constraints becomes

\[ \delta = \begin{bmatrix} \chi(t_{0_k}) \\ \Psi(t_{f_k}) \\ \tilde{c} \\ \Delta_{i+1} \end{bmatrix} , i = 1, 3, 5, \ldots , k = 1, 2, 3 \ldots . \] (3.21)

The 2\(^{nd}\) array element in (2.15) in now completely defined as
\[ f(x) = \begin{bmatrix} J \\ \delta \\ \xi \end{bmatrix} . \] (3.22)

The last array element in (2.15), the 1st order partial derivatives, can also be calculated and supplied to SNOPT. A finite-differencing technique is utilized in SNOPT for any or all missing gradients. To save software development time, \( g(x) \), is not calculated by MASTIF; it is intended to be a future implementation task.

To take full advantage of the direct method, all the nonlinear constraints and the objective function are character string inputs that are internally evaluated by an expression parser in MASTIF. This way, different trajectory optimization problems can be performed without having to modify source code. Tables 3.1 and 3.2 list some key vehicle and phase user inputs.

Table 3.1: Vehicle user inputs

<table>
<thead>
<tr>
<th>initial states</th>
<th>initial attitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>fuel tanks</td>
<td>mass properties</td>
</tr>
<tr>
<td>engine</td>
<td>hardware elements (e.g. ETS)</td>
</tr>
</tbody>
</table>

Table 3.2: Phase user inputs

<table>
<thead>
<tr>
<th>( nSeg_{ph} )</th>
<th>phase time duration (( \Delta t ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( nNodes_{seg} )</td>
<td>stepStates</td>
</tr>
<tr>
<td>controlSet, ( u ), (e.g. LVLH Euler angles)</td>
<td>constraints (( \mathbf{x}, \Psi, \mathbf{c} ))</td>
</tr>
<tr>
<td>method (collocation or Runge-Kutta)</td>
<td>integrator (e.g. Runge-Kutta 7/8)</td>
</tr>
<tr>
<td>phase start time (( t_0 ))</td>
<td>integration step size</td>
</tr>
</tbody>
</table>

If the user selects a Runge-Kutta method instead of collocation, \( \dot{s}_i \) is explicitly integrated from the phase \( k \) start time, \( t_{0_k} \), to the end of the phase, \( t_{f_k} \), to determine the state values. All the constraint equations previously developed remain unchanged.

Scaling is critically important for NLP problems. Scaling ensures that all the variables are roughly the same order of magnitude. In MASTIF, scaling of the constraints and the
objective function is easily handled through user inputs. Initial values for position and velocity are scaled by the absolute value of the largest component in each (3-D) vector. The other variables in the independent variable array, \( \mathbf{x} \), utilize a similar strategy. These scale factors are also used to scale the defects, \( \Delta \). As the optimization process proceeds and the initial guesses are updated, these scale factors are also updated to ensure compatibility with the initial guesses because significant changes in the values of the initial guesses could have occurred. Updating the scale factors also results in less iterations to converge. A high-level algorithm describing the optimization process is shown in Figure 3.3 and Figure 3.4 shows a flow chart of the UsrFun subroutine. This subroutine is where data is exchanged between SNOPT and MASTIF.

3.2 SNOPT

SNOPT is a sequential quadratic programming (SQP) method used to solve constrained nonlinear optimization problems. It is written in FORTRAN 77. It is a commercial solver; licensing and pricing information can be found at [42]. For detailed information the reader is referred to [3]. SNOPT accepts as input some or all of the 1\textsuperscript{st} order partial derivatives of \( f(\mathbf{x}) \) which are assumed to be smooth and continuous. SNOPT uses finite-differencing to estimate the derivatives that are not provided. There are various input parameters that the user has control over such as optimality and feasibility tolerances and detailed output summaries. SNOPT satisfies the 1\textsuperscript{st} necessary conditions for the optimality and feasibility tolerances. MASTIF uses SNOPT version 7.2.4 (version 7’s user’s guide is dated February 12, 2006). Because it is a sparse solver, the structure of the Jacobian must be determined once prior to solving the problem. It is preferable that this structure is determined by the program using SNOPT, but SNOPT will determine this structure if requested.
Figure 3.3: MASTIF optimization algorithm
3.3 Solution Procedure

A generic, iterative, step-by-step procedure to solve a constrained NLP problem with MASTIF is shown in Figure 3.5. The primary reason that iterations are required is for solution accuracy. A procedure known as grid or mesh refinement [32] ensures that the quantity and/or placement of nodes represents the solution accurately.

A current shortcoming in MASTIF is the absence of a grid refinement algorithm; however, the solution accuracy can still be assessed and even improved. This improvement is provided by the ability to add more nodes. Automated control over nodal placement (i.e. a grid refinement algorithm) is preferred.

Solution accuracy is assessed by taking the optimal control time histories, $u^*(t)$, (captured at all the odd nodes), and the optimal initial vehicle states, $s^*(t_0)$, (captured at the first node of the first phase), from the optimization mode and then explicitly integrating
Figure 3.5: MASTIF solution procedure
the equations of motion using $u^*(t)$ and $s^*(t_0)$ from the initial start time, $t_0$, to the final time, $t_f$. The resulting trajectory is hereafter referred to as the explicit solution whereas the solution obtained from the optimization is hereafter referred to as the implicit solution because of the two collocation phases that do not require integration of the equations of motion. Any differences between the two solutions are errors with the explicitly integrated trajectory regarded as the truth model. In MASTIF, these errors can be significantly reduced by adding more nodes. With grid refinement the errors could be eliminated entirely within some specified tolerance. Because the last phase of the TLI problem is a Runge-Kutta phase, the errors are due to the implicit solutions in the first two phases. This process of accessing the solution accuracy revealed that (not surprisingly) the Lunar arrival constraints had the largest errors.

Table 3.3: Implicit vs. explicit absolute Lunar arrival errors

<table>
<thead>
<tr>
<th>nNodes_odd</th>
<th>$a_{lp}$ (km (ft))</th>
<th>$i_{wrt}$ (degree)</th>
<th>$r_{wrt}$ (km/s (ft/s))</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>571.179 (1,873,947)</td>
<td>7.085</td>
<td>1.157 (3,796)</td>
</tr>
<tr>
<td>35</td>
<td>20.707 (67,936)</td>
<td>1.65</td>
<td>0.183 (600)</td>
</tr>
<tr>
<td>61</td>
<td>1.521 (4,990)</td>
<td>0.00016</td>
<td>0.00055 (2)</td>
</tr>
</tbody>
</table>

Table 3.3 shows how these errors are reduced with additional nodes ($n_{Nodes_odd}$). There will be a tradeoff between accuracy and execution time. For the purpose of this research, the errors from the solution using 61 odd nodes were deemed acceptable and will be used throughout the rest of this thesis.
Chapter 4

Numerical Implementation and Results

4.1 Open-loop Solution

The solution to the constrained NLP problem, (2.15), results in the optimal control, $u^*$, for the powered portion of flight. These controls ensure that mass is maximized, while meeting all initial and terminal constraints. The LVLH Euler $\phi$, $\theta$, and $\psi$ time histories are shown as cubic spline curve fits through the data points at the odd nodes for the powered portion of flight in Figures 4.1, 4.2 and 4.3, respectively.

Because nearly all the motion is within the Earth-to-Moon transfer plane, out-of-plane motion is minimal; therefore, $\phi$ and $\psi$ angles are small ($< 1^\circ$) and are shown for completeness.
Figure 4.1: Optimal $\phi$ time history

The mass time history is shown in Figure 4.4. Mass decreases linearly during the main engine burn until MECO. It remains constant during the second phase of flight. One hour after the start of the main engine burn, two propellant tanks and the ETS are jettisoned which result in the mass discontinuity in the figure. This discontinuity is enabled by the double nodes at phase boundaries as discussed in Chapter 3 and shown schematically in Chapter 2. The rest of the transfer is unpowered; therefore, mass remains constant.
Figure 4.2: Optimal $\theta$ time history
The pericynthion altitude, Moon-centered inclination, and Moon-centered radial velocity terminal constraint time histories are shown in Figures 4.5, 4.6, and 4.7, respectively. As shown above, altitude monotonically decreases (after 3 hours from main engine ignition) to the targeted altitude and remains nearly constant for the last ten hours.
Figure 4.4: Mass time history (mass is constant after 1 hour)
Figure 4.5: Instantaneous pericynthion altitude
The inclination time history, above, shows inclination increasing by $45^\circ$ to $180^\circ$ at nearly 23 hours after main engine ignition. After 23 hours, inclination decreases and eventually reduces to the desired $90^\circ$. 
The effect of the Moon’s gravitational pull on the spacecraft accounts for the fast rate of change in the radial velocity during the last hour of flight as shown above.
Figure 4.8: Moon-centered hyperbolic anomaly

Figure 4.8, above, shows the hyperbolic anomaly time history. It shows that the spacecraft arrives at an anomaly of zero verifying that its closest approach is at the desired pericynthion altitude.
Figure 4.9: Pericynthion altitude during the final 17 hours

Figure 4.9 shows the pericynthion altitude changes by less than 200 km during the final 17 hours.

The numerical values for initial and final constraints are listed below in Table 4.1.

Table 4.1: Constraint value precision (6 decimals)

<p>| $x_1(t_0)$ | $x_2(t_0)$ | $x_3(t_0)$ | $\Psi_1(t_f)$ | $\Psi_2(t_f)$ | $\Psi_3(t_f)$ |</p>
<table>
<thead>
<tr>
<th>km</th>
<th>degree</th>
<th>km</th>
<th>mm</th>
<th>degree</th>
<th>km/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.563.340000</td>
<td>29.000000</td>
<td>2.0e-6</td>
<td>100.000984</td>
<td>90.000003</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

All constraints are satisfied within acceptable tolerances.

Table 4.2 shows the TLI burn lasts for nearly 400 seconds and lists the amount of fuel and oxidizer remaining in the tanks at MECO. The TLI burn consumes over 99% of the available propellant. The optimized values of the three free orbital angles ($\Omega$, $\omega$, and
Table 4.2: Burn time and propellant remaining (nearest kg/lbm)

<table>
<thead>
<tr>
<th>$t_{b_{eng}}$ (sec)</th>
<th>$m_{LOX}$ (kg / $lb_m$)</th>
<th>$m_{LH2}$ (kg / $lb_m$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>395.260595</td>
<td>387 (853)</td>
<td>70 (155)</td>
</tr>
</tbody>
</table>

$
u$) shown in Table 4.3 show that the burn starts at nearly 18° ($\sim$ 1 minute) before perigee passage ($\nu = 360^\circ$)

Table 4.3: Optimal LEO departure angles

<table>
<thead>
<tr>
<th>$\Omega_0$</th>
<th>$\omega_0$</th>
<th>$\nu_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>degree</td>
<td>degree</td>
<td>degree</td>
</tr>
<tr>
<td>100.1550</td>
<td>226.9605</td>
<td>341.8067</td>
</tr>
</tbody>
</table>

The actual $\Delta V$ required to perform the TLI is compared to the ideal $\Delta V$ in Table 4.4. The difference is due to the gravity loss associated with having a non-zero flight path angle for the finite burn and a zero flight path angle for the instantaneously modeled burn (the ideal velocity change).

Table 4.4: $\Delta V$

<table>
<thead>
<tr>
<th>$\Delta V_{\text{ideal}}$ [43]</th>
<th>$\Delta V_{\text{actual}}$</th>
<th>$\Delta V_{\text{gLoss}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>m/s (ft/s)</td>
<td>m/s (ft/s)</td>
<td>m/s (ft/s)</td>
</tr>
<tr>
<td>3,142.843 (10,311)</td>
<td>3,157.415 (10,359)</td>
<td>14.572 (48)</td>
</tr>
</tbody>
</table>

Because all three bodies (Earth, Moon, and spacecraft) are in motion, ensuring the correct phasing is important for this problem. This is the role of the initial guess. In order for this type of problem to have any hope of converging, the Earth-Moon transfer opportunities must be identified (this could be automated eventually by solving Lambert’s Equation [44], but is not currently). Figure 4.10 shows the alignment of the Earth and Moon at epoch and the trajectory of the spacecraft. There is a difference between the Moon’s osculating (instantaneous) orbit and mean orbit; the Moon’s location at epoch is on the osculating orbit. The departure trajectory as viewed near Earth is shown in Figure 4.11 superimposed over the Moon’s orbital path. The spacecraft’s North to South Lunar flyby is shown in Figure 4.12 as well as the orbital path of the Moon. The trajectory as viewed from the vicinity of the Moon near arrival is shown in Figure 4.13.
Figure 4.10: Earth and Moon alignment at epoch (counterclockwise motion)

Figure 4.11: Earth departure trajectory (J2000 coordinate axes shown on left)
Figure 4.12: Lunar approach trajectory (600 sat is name of spacecraft in visualization tool)

Figure 4.13: Transfer trajectory viewed from the vicinity of the Moon at arrival (MCME coordinate axes shown on left)
4.2 Closed-loop Solution

4.2.1 Powered Explicit Guidance

The targeted end conditions for PEG are the MECO values of flight path angle, radius and velocity magnitudes, inclination, and right ascension, which are obtained from MASTIF’s optimization mode, and are listed in Table 4.5. Perfect navigation state knowledge is assumed. Guidance is called at a frequency of $1Hz$. Numerical integration of the equations of motion is performed with a second order Runge-Kutta with a fixed step-size of 0.01 seconds.

Table 4.5: PEG target MECO parameters (SI units and angles)

<table>
<thead>
<tr>
<th>$R$</th>
<th>km (ft)</th>
<th>6,730.546482 (22,081,845)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>km/s (ft/s)</td>
<td>10.796449 (35,421)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>degree</td>
<td>8.018735</td>
</tr>
<tr>
<td>$inc$</td>
<td>degree</td>
<td>28.938730</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>degree</td>
<td>100.042378</td>
</tr>
</tbody>
</table>

4.3 Open-loop and Closed-loop Comparisons

The open-loop and closed-loop LVLH Euler angle $\theta$ time histories during the TLI burn are shown in Figure 4.14. After five iterations, PEG converges to the same initial $\theta$ angle as the optimized open-loop solution. At each guidance cycle, the converged solution from the previous cycle is used to start the iteration. The simulation proceeds in this manner until the guidance commanded engine shutdown, which signals that the vehicle has arrived at the MECO targets. Differences of $1.5^\circ$ are seen at the end of the burn.

An open-loop and closed-loop performance comparison, as characterized by the burn time required (and the resulting remaining propellant), is shown in Table 4.6. The open-loop burn time is rounded to two decimal places because the finest resolution achievable for the
Figure 4.14: $\theta$ angle comparison

Table 4.6: Open-loop and closed-loop MECO time and LOX/LH2 remaining

<table>
<thead>
<tr>
<th>method</th>
<th>$t_{b_{ng}}$</th>
<th>$m_{LOX}$ (lb$_{m}$)</th>
<th>$m_{LH2}$ (lb$_{m}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>open-loop</td>
<td>395.26</td>
<td>387 (853)</td>
<td>70 (155)</td>
</tr>
<tr>
<td>closed-loop</td>
<td>395.29</td>
<td>381 (840)</td>
<td>69 (153)</td>
</tr>
</tbody>
</table>

closed-loop burn time is 100$H_2$ due to the selected integration frequency. The performance of PEG compares favorably with the open-loop solution.

In order for the closed-loop solution to have the exact Lunar arrival conditions, the errors at MECO must be zero which they are not, as shown in Table 4.7. These errors are on the order seen during the ARES I trajectory design cycles. Errors are present because closed-loop systems use approximate formulations to derive closed-form solutions.

Different PEG input parameters can be adjusted to minimize the errors at MECO, but result in slightly different $\theta$ profiles. No adjustments could be made to null all the
Table 4.7: Closed-loop MECO errors

<table>
<thead>
<tr>
<th>$R$</th>
<th>km (ft) [%]</th>
<th>1.318 (4,326) [0.02]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>km/s (ft/s) [%]</td>
<td>0.00132 (4) [0.01]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>degree [%]</td>
<td>0.044 [0.5]</td>
</tr>
<tr>
<td>$inc$</td>
<td>degree [%]</td>
<td>0.00015 [0.0005]</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>degree [%]</td>
<td>0.00044 [0.0004]</td>
</tr>
</tbody>
</table>

MECO errors. Table 4.8 shows that MECO errors translate to Lunar arrival errors (for the closed-loop system).

Table 4.8: Lunar arrival conditions

<table>
<thead>
<tr>
<th>parameter</th>
<th>open-loop</th>
<th>closed-loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>$alt_p$ (km)</td>
<td>100</td>
<td>325</td>
</tr>
<tr>
<td>$inc_{wrt\Omega}$ (degree)</td>
<td>90</td>
<td>96</td>
</tr>
<tr>
<td>$\dot{r}_{wrt\Omega}$ (km/s)</td>
<td>0</td>
<td>-0.4</td>
</tr>
</tbody>
</table>

The error in Pericynthion altitude is 225 km and the inclination error is $6^\circ$. To ensure that the spacecraft arrives at the desired Lunar location, MCC(s) would be needed during the transfer and/or MECO target parameters could be updated (instead of fixed) during the burn. Both a targeting scheme and MCC modeling are potential future tasks.

4.4 Optimality Verification Procedure for Open-loop Solution

In order to verify that the objective function is at a local minimum, the $1^{st}$ order necessary and $2^{nd}$ order sufficient conditions must be satisfied. Verification of $2^{nd}$ order optimality conditions for NLP is an on-going area of research [45]. SNOPT satisfies the $1^{st}$ order necessary condition of the NLP problem within the feasibility and optimality tolerances, but $2^{nd}$ order sufficient conditions cannot be verified by SNOPT because it does not make use of $2^{nd}$ order derivatives. Although it is rare for $1^{st}$ order conditions to be satisfied, but not $2^{nd}$ order [3], the solution to the TLI problem cannot not be claimed as optimal until the $2^{nd}$ order conditions are verified. This verification process may be able to be performed numerically as
a post-processing functionality. One potential method for performing this verification have been identified in the literature. The method consists of evaluating the Hessian of the Lagrangian function from the NLP problem and verifying that its eigenvalues are positive [46]. There are likely to be issues with this method because 2\textsuperscript{nd} order derivatives can become unstable. At the time of this thesis writing, no post-processing optimality verification has been implemented in MASTIF. The author is unaware of any trajectory optimization program (using NLP) mentioned in Chapter 1 that performs this test including the award-winning OTIS [47].
Chapter 5

Conclusions and Future Work

5.1 Thesis Summary

Trajectory optimization software utilizing a direct optimization method using collocation was developed and implemented as a new mode in a low-to-high fidelity 3-DOF/6-DOF vehicle simulation tool named MASTIF. This newly developed optimization mode is used to solve a human-class TLI trajectory problem by transcribing the trajectory optimization problem to a constrained NLP problem. To the best of this researcher’s knowledge, this thesis is the first published work using a direct method to solve this human-class translunar injection problem.

This capabilities provided by the software are novel because it can be utilized as a trajectory optimization program and a vehicle simulation tool to design and test GN&C algorithms. The 6-DOF infrastructure can readily be leveraged to extend the optimization mode to 6-DOF. Currently, this researcher is aware of only one program (POST) used within NASA with that functionality. To demonstrate MASTIF’s versatility, a closed-loop guidance scheme with heritage, PEG, is assessed using the results, in the form of fixed MECO target parameters and optimal initial states, from the optimization (open-loop) solution. Results
show the efficacy of the discretization scheme and, additionally, that using fixed MECO
target parameters would be acceptable for the first design cycle analysis, but that one or
more MCCs would be required to ensure the spacecraft’s desired Lunar arrival conditions
are satisfied.

5.2 Future Direction

There are three important algorithms that remain to be implemented. First, an es-
timate of the 1st order partial derivatives, using finite-differencing techniques, needs to be
calculated by MASTIF and supplied to SNOPT. This is recommended in the SNOPT user’s
guide. This modification will result in faster execution times and more control of over the
finite-differencing methods. Second, a grid refinement algorithm needs to be implemented
to allow better placement of the nodes. The level of effort required to implement algorithms
for 1st order derivative estimations and grid refinement are considered minor relative to the
effort required to develop the entire optimization mode itself. Lastly, an algorithm to numer-
ically verify the 2nd order sufficient conditions for the TLI problem needs further research to
develop.

A larger effort would be to extend the optimization to 6-DOF. This is a relatively new
area of research. A dual time-scale discretization scheme for collocation [48] has recently
been designed and used successfully for a proof-of-concept 6-DOF Earth reentry trajectory
optimization problem [49]. The motivation for this design is to reduce the size of the NLP
problem which becomes much larger with 6-DOF.

Finally, MASTIF is a software program that is intended to be freely distributed. Nu-
merous manuals such as a user’s manual, installation instructions, etc. are being written.
However, before MASTIF is released it must be in compliance with NASA’s software devel-
opment policies [50] which is an on-going effort.
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Appendices
A.1 Optimality

In optimal control theory, 1\textsuperscript{st} order necessary and 2\textsuperscript{nd} order sufficient conditions for optimality must be satisfied for a candidate solution to be a local minimal [51]. The conditions for optimality depend on the problem formulation and whether the problem is constrained or unconstrained. For example, in a Calculus of Variations (CoV) approach, requiring the 1\textsuperscript{st} variation of the performance function to vanish satisfies the 1\textsuperscript{st} order necessary conditions. Such a solution is called an extremal or stationary point and is a candidate for a local extrema. Additionally, if the matrix containing the 2\textsuperscript{nd} variation of the performance function (hessian) is positive semidefinite, the solution has satisfied the 2\textsuperscript{nd} order optimality condition and is a local minimum. In nonlinear programming theory, optimization with inequality constraints makes use of the Karush-Kuhn-Tucker (KKT) conditions [51] which govern the optimality conditions [52]. Solutions that satisfy only 1\textsuperscript{st} order necessary conditions, but have not had 2\textsuperscript{nd} order conditions verified cannot be considered local minimizers because the solution could be a conjugate point [31].
A.2 Indirect vs. Direct Methods

Optimization solution techniques for trajectory optimization problems are typically categorized as indirect or direct. Indirect methods often use the CoV and/or Pontryagin’s minimum principle. In dynamic programming, solving the Hamilton-Jacobi-Bellman equation [53] accomplishes the minimization of the performance measure. Direct methods discretize the problem and transform it (known as transcription) to a constrained parameter optimization problem. Each method has its strengths and weaknesses. Indirect methods with the variational approach require solving a two-point-boundary value problem (TP-BVP), which can be difficult to solve. Generally speaking, the strength of indirect methods includes accuracy, speed of execution (usually), and the ability to readily verify optimality. Their weakness when trying to solve the TPBVP is robustness (the ability to converge from a poor initial guess) and flexibility (the ability to optimize different types of trajectories). Direct methods have the strength of robustness and flexibility, but can be less accurate and optimality can be difficult to verify because of discretization.

A.3 Open-loop vs. Closed-loop Solutions

If the intermediate outputs from a system are not used to modify the future inputs, the final output is called an open-loop solution. Solutions from trajectory optimization programs, whether direct or indirect, are open-loop solutions. A closed-loop solution is one in which the intermediate outputs effect the future inputs (typically through feedback laws). Rocket and missile guidance systems are closed-loop examples. Aerospace vehicle such as rockets and misses tend to utilize indirect methods for closed-loop guidance schemes because of the fast execution speed required on flight hardware and data storage limitations.
A.4 Guidance, Navigation and Control

Navigation interprets the acceleration and angular rates from sensor readings and provides smooth vehicle rotational and translational states at a set frequency for use by guidance and control algorithms.

The role of guidance is to safely transfer a vehicle from some initial state (i.e. position and velocity) to some desired end state while optimizing (often minimizing) some performance measure (e.g. mass). If required, guidance must also handle any additional constraints such as maneuver rates or acceleration limits.

The role of a control system is basically to convert the guidance and the navigation signals to actual effector commands while stabilizing the vehicle’s response. This is a simplification, but is true of most control systems.

A.5 Software Simulation vs. Optimization

Software vehicle simulation refers to software that models the dynamics of a rigid body vehicle and its environment. These vehicle dynamics can be represented with three translational degrees-of-freedom (3-DOF) and with an additional three rotational degrees-of-freedom (6-DOF). The vehicle’s mass distribution is accounted for with 6-DOF, but is treated essentially as a point mass with 3-DOF modeling/simulation. Additionally, in the context of this thesis, software simulation also is understood to include the capability to utilize existing closed-loop systems as well as design, implement, and test new ones. Feedback laws enable these closed-loop systems for guidance (3-DOF) and control (6-DOF).

Optimization refers to software that has the primary purpose of minimizing some performance measure of a trajectory simulation. Typically, mass distribution is either unknown or unaccounted for and so optimization is limited to the vehicle’s three translational
A.6 Explicit Integration vs. Implicit Integration

Explicit integration is an integration scheme that integrates a set of (continuous) differential equations in a desired direction (i.e. forward or backwards) by stepping through time to generate each value one by one. Any Runge-Kutta scheme is an example of an explicit integration. The states are continuously integrated and are known for any time point.

Implicit integration, in the context of this thesis, refers to the method of solving a (discretized) set of differential equations simultaneously at all discrete points (commonly referred to as nodes or knots). Collocation is an example of an implicit integration method.

A.7 Perigee vs. Pericynthion

Perigee refers to the nearest point of a satellite’s orbit around the Earth whereas pericynthion is the closest point around the Moon.
Appendix B

Quaternion Review

Quaternions are vectors in four-dimensional space and originated with Sir W. R. Hamilton [54]. A quaternion can be represented with a three-dimensional vector and a scalar

$$q = \begin{pmatrix} \sin(\frac{\Theta}{2})n_1 \\ \sin(\frac{\Theta}{2})n_2 \\ \sin(\frac{\Theta}{2})n_3 \\ \cos(\frac{\Theta}{2}) \end{pmatrix} \quad (B.1)$$

where the scalar component, $\cos(\frac{\Theta}{2})$, contains the half-angle of rotation and

$$\begin{pmatrix} n_1 \\ n_2 \\ n_3 \end{pmatrix} \quad (B.2)$$

is a vector.

Special quaternions, ones with unit magnitude, are useful for representing coordinate frame rotations. These unit quaternions, called rotation quaternions, are analogous to direction cosine matrices. The advantages of using quaternions, instead of rotation matrices,
are computational efficiency (a rotation represented with a quaternion does so with fewer variables) and avoidance of singularities in certain kinematic equations. For more details on quaternions the reader is referred to [55].

### B.1 Multiplication

The following quaternions are represented with the scalar part $w_q$ and vector part $v_q$.

\[ q_1 = v_{q1} + w_{q1} \]  
\[ q_2 = v_{q2} + w_{q2} \]

\[ q_1 \otimes q_2 = w_{q1}(w_{q2}) - v_{q1} \cdot v_{q2} + w_{q1}(v_{q2}) + w_{q2}(v_{q1}) + v_{q1} \times v_{q2} \]  

### B.2 Single Axis Rotations

The scalar part is the last element. The generic rotation angle is represented by $\Theta$.

\[ q_x(\Theta) = \begin{pmatrix} \sin \frac{\Theta}{2} \\ 0 \\ 0 \\ \cos \frac{\Theta}{2} \end{pmatrix} \]
$$q_y(\Theta) = \begin{pmatrix} 0 \\ \sin \frac{\Theta}{2} \\ 0 \\ \cos \frac{\Theta}{2} \end{pmatrix} \quad \text{(B.7)}$$

$$q_z(\Theta) = \begin{pmatrix} 0 \\ 0 \\ \sin \frac{\Theta}{2} \\ \cos \frac{\Theta}{2} \end{pmatrix} \quad \text{(B.8)}$$
Appendix C

Coordinate Transformations

C.1 EME2000 to Moon

\[ \tilde{\Omega}_{\varphi} = \begin{bmatrix} 269.9949 \text{ (degrees)} \\ 0.0031 \text{ (degrees Julian century)} \end{bmatrix} \]  \hspace{1cm} (C.1)

\[ \tilde{\delta}_{\varphi} = \begin{bmatrix} 66.5392 \text{ (degrees)} \\ 0.0130 \text{ (degrees Julian century)} \end{bmatrix} \]  \hspace{1cm} (C.2)

\[ T_{JC} = \text{time past J2000 in Julian centuries} \]

\[ \Omega_{\varphi} = \tilde{\Omega}_{\varphi} (1) + \tilde{\Omega}_{\varphi} (2)(T_{JC}) \]  \hspace{1cm} (C.3)

\[ \delta_{\varphi} = \tilde{\delta}_{\varphi} (1) + \tilde{\delta}_{\varphi} (2)(T_{JC}) \]  \hspace{1cm} (C.4)

Convert \( \Omega_{\varphi} \) and \( \delta_{\varphi} \) to radians.
\[ moonPole = \begin{bmatrix} \cos \Omega \cos \delta \zeta \\ \sin \Omega \cos \delta \zeta \\ \sin \delta \zeta \end{bmatrix} \quad (C.5) \]

\[ j2kPole = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \quad (C.6) \]

Perform the following vector cross products.

\[ iauVector = j2kPole \times moonPole \quad (C.7) \]

\[ yVector = moonPole \times iauVector \quad (C.8) \]

\[ M_{j2ktoMoon} = \begin{bmatrix} iauVector \\ yVector \\ moonPole \end{bmatrix} \quad (C.9) \]

\[ q_{j2ktoMoon} = DCM2Quat(M_{j2ktoMoon}) \quad (C.10) \]

where \( DCM2Quat \) is a function in MASTIF that converts a direction cosine matrix into a quaternion.
C.2 LVLH to Body

Three successive rotations are required to rotate from the LVLH frame to the body frame. The 2-3-1 sequence starts with a rotation about the LVLH y-axis through the angle $\theta$, followed by a rotation about the intermediate z-axis through the angle $\psi$ and ends with a rotation about an intermediate x-axis through the angle $\phi$. A rotation quaternion, described in Appendix A, represents this rotation as

$$ q_{lvlh2body} = q_y(\theta) \otimes q_z(\psi) \otimes q_x(\phi) \quad (C.11) $$

where the LVLH Euler angles are loosely referred to as

$$ \theta = pitch, \quad \psi = yaw, \quad \phi = roll $$

and utilizes quaternion multiplication described in Appendix B.
Appendix D

Hermite Interpolating Polynomial

The derivation of these polynomials can be found in [56], whereas the expressions below are nearly exactly as those given in [14].

The interpolated state value is given by

\[ \tilde{s}(t) = \sum_{i=1}^{n} \alpha_i(t)s(t_i) + \sum_{i=1}^{n} \beta_i(t)\dot{s}(t_i) \]  

(D.1)

where

\[ n = \frac{n\text{Nodes}_{\text{seg}} + 1}{2} \]  

(D.2)

and the generic functions, \( \alpha_j(t) \) and \( \beta_j(t) \) are

\[ \beta_j(t) = \left[ \prod_{\substack{i=1 \\text{to} \ n \ \text{of} \ \text{all} \ i \neq j}} \left( \frac{t - t_i}{t_j - t_i} \right)^2 \right] (t - t_j) \]  

(D.3)
\[ \alpha_j(t) = \left[ \prod_{i=1 \atop i \neq j}^{n} \left( \frac{t - t_i}{t_j - t_i} \right)^2 \right] \left( 1 + 2(t_j - t) \right) \sum_{i=1 \atop i \neq j}^{n} \frac{1}{t_j - t_i} \]  

(D.4)

and it is understood that the subscript \( j \) is a dummy index.

Likewise, the interpolated state derivative value is

\[ \dot{s}(t) = \sum_{i=1}^{n} \dot{\alpha}_i(t)s(t_i) + \sum_{i=1}^{n} \dot{\beta}_i(t)\dot{s}(t_i) \]  

(D.5)

where \( \dot{\alpha}_i(t) \) and \( \dot{\beta}_i(t) \) can be obtained by the product rule of differentiation.