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Abstract

Continuous miniaturization of microelectronic interconnects demands smaller joints with comparable microstructural and structural sizes. As the size of joints become smaller, the volume of intermetallics (IMCs) becomes comparable with the joint size. As a result, the kinetics of bond formation changes and the types and thicknesses of IMC phases that form within the constrained region of the bond varies. Furthermore, the size of the grains becomes comparable with the size of the bond and the bond may only consist of a few grains resulting in an anisotropic behavior. The effect of size of solder joints on mechanical behavior is not clearly understood and contradicting results have been reported. Studies have shown that some size effects introduced strengthening effects while others have shown weakening effects associated with decreasing joint size. While numerous studies have been dedicated to evaluating elastic and plastic properties of a variety of solder alloys in bulk and large-scale (several 100s of microns) joint configurations, very few studies have been directed to address the elastic and plastic properties of joints in the scale of few microns.

This dissertation focuses on investigating combination effects of process parameters and size on kinetics of bond formation, resulting microstructure and the mechanical properties of joints that are formed under structurally constrained conditions.
An experiment is designed where several process parameters such as time of bonding, temperature, and pressure, and bond thickness as structural characteristic, are varied at multiple levels. The experiment is then implemented on the process. Scanning electron microscope (SEM) is then utilized to determine the bond thickness, IMC phases and their thicknesses, and morphology of the bonds. Electron backscatter diffraction (EBSD) is used to determine the grain size in different regions, including the bulk solder, and different IMC phases. Physics-based analytical models have been developed for growth kinetics of IMC compounds and are verified using the experimental results. Nanoindentation is used to determine the mechanical behavior of IMC phases in joints in different scales. Four-point bending notched multilayer specimen and four-point bending technique were used to determine fracture toughness of the bonds containing IMCs. Analytical modeling of peeling and shear stresses and fracture toughness in tri-layer four-point bend specimen containing intermetallic layer was developed and was verified and validated using finite element simulation and experimental results. The experiment is used in conjunction with the model to calculate and verify the fracture toughness of Cu₆Sn₅ IMC materials.

As expected two different IMC phases, η-phase (Cu₆Sn₅) and ε-phase (Cu₃Sn), were found in almost all the cases regardless of the process parameters and size levels. The physics-based analytical model was successfully able to capture the governing mechanisms of IMC growth: chemical reaction controlled and diffusion-controlled. Examination of microstructures of solder joints of different sizes revealed the size of the solder joint has no effect on the type of IMCs formed during the process. Joint size, however, affected the thickness of IMC layers significantly. IMC layers formed in the solder joints of smaller sizes were found to be thicker
than those in the solder joints of larger sizes. The growth rate constants and activation energies of Cu₃Sn IMC layer were also reported and related to joint thickness. In an effort to optimize the EBSD imaging in the multi-layer configuration, an improved specimen preparation technique and optimum software parameters were determined. Nanoindentation results show that size effects play a major role on the mechanical properties of micro-scale solder joints. Smaller joints show higher Young’s modulus, hardness, and yield strength and lower work hardening exponents comparing to thicker joints. To obtain the stress concentration factors in a multilayer specimen with IMC layer as bonding material, a four-point bending notched configuration was used. The analytical solutions developed for peeling and shear stresses in notched structure were used to evaluate the stresses at IMC interface layers. Results were in good agreement with the finite-element simulation. The values of interfacial stresses were utilized in obtaining fracture toughness of the IMC material.
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Chapter 1: Introduction

1.1 Overview and Background

Soldering in its general form is a technique that is used to join material parts using low melting-point filler material [1]. Solder material is placed in the joining area and then heated to a point greater than its melting point. The melted solder wets the parts and solidifies after the heating source is removed, joining the parts. Most solder materials are made of two or more elements alloyed together. In this case, solder alloys usually have a melting range instead of a single melting point as seen from Sn-Pb phase diagram in Figure 1-1.

![Figure 1-1: Sn-Pb equilibrium phase diagram](image)
The equilibrium phase diagram of any particular soldering system usually shows a clear picture of this melting range which is defined by two lines: the solidus line, which maps the temperatures below which the alloy is a pure solid and the liquidus line, which maps the temperatures above which solder is a pure liquid. Special alloy compositions show a unique melting point and are called eutectic compositions. For Sn-Pb soldering system showing in Figure 1-1, the eutectic composition occurs at 61.9wt.% Sn and at an eutectic temperature of 183°C.

The use of soldering techniques in creating a metallurgical bond between two metallic parts can be dated back thousands of years, though it is difficult to say who first utilized the method. Egyptians applied soldering methods to make their tools, weapons, and gold jewelry as early as 5000 years ago [1]. The Romans and Greeks are known to have introduced tin-lead (Sn-Pb) solder, until recently the most widely used solder alloy [1-2]. Other societies such as the Etruscans, Celts, and Gauls are also known to have used soldering [2]. The main function of these early solder joints was to provide a mechanical connection. With the appearance of microelectronics in the mid-20th century, the new functions of conducting electricity and heat were assigned to the joints. The joints in microelectronics serve to bond two components mechanically, transfer current across the joint, and provide a path to dissipate heat from the packages. The continuing decrease in the size of the packages and the increase in power consumption have introduced new challenges and opportunities in the fields of research and manufacturing of reliable joints.

1.2 Solder Alloys in Electronic Packaging

Solder alloys and soldering processes are used extensively in electronic assembly. Solder alloys must possess a low melting point and provide a unique set of properties to achieve cost-effective
production of reliable electronic assemblies and allow for the joints to perform both mechanical and electrical functions. Traditionally, eutectic or near-eutectic Sn-Pb alloys have been the most widely used solders for electronic packaging. The binary Sn-Pb system offers a variety of technical advantages when compared to other types of soldering alloys. This alloy’s relatively low melting temperature of about 183°C, allows the soldering conditions to be compatible with most packaging materials, processing, and technologies. Sn-Pb solder alloy possesses outstanding wetting and spreading capabilities when used on metallic substrates [3]. Joints with satisfactory strength, ductility, stiffness, and fatigue resistance have been built using this solder material [4-8]. Pb can help in reducing the surface tension of pure tin, preventing the transformation of white or β-Sn to gray or α-Sn, and serve as a solvent metal that enables the other joint constituents to form IMCs rapidly [9]. The above mentioned advantages, besides the low cost and availability of lead, account for the large variety of applications of Sn-Pb solders, ranging from personal products to aerospace vehicles and instrumentation.

Sn-Pb solders have been refined by many years of experience. A well-established knowledge base about physical metallurgy, mechanical properties, manufacturing processes, and reliability of this solder type exists. Assembly and soldering equipment infrastructure is almost exclusively engineered with Sn-Pb solder in mind. A good understanding of the Sn-Pb solder behavior has enabled electronic manufacturers to assemble and create small geometry solder joints in high volume and at a competitive cost. Furthermore, joints of Sn-Pb solder alloy have adequate fatigue life and because the alloy has been used in microelectronics for decades, its thermal fatigue behavior is reasonably well understood and both accelerated test data and extensive field data are widely available.
However, due to environmental and toxicological concerns associated with Pb [10], legislations that tax, restrict, or eliminate its use have been enacted. These legislations are one factor that causes the eventual replacement of Pb-based solder alloys to be unavoidable. In Europe and Japan, Pb was banned from electric and electronic equipment as of July 2006 [11-12]. In the USA, although no legislation has been issued to ban Pb usage in electronic products, several environmental agencies have listed Pb among the top chemicals that negatively affect human health [1]. Electronic institutes have drawn a map for lead-free electronic products to encourage industry and academic sectors to develop soldering alloys, processes, techniques, and equipment for the new lead-free generations of electronic devices and products. However, exceptions are made in cases where the substitution of Pb is not possible for scientific or technical reasons or if the environmental and human benefits are outweighed by side effects of substitution [11].

A second factor is the continued trend toward packaging and interconnects miniaturization [13]. It stretches the physical capability of Sn-Pb solder to provide sound and reliable solder joints. Finally, the consumers play an important role in this Pb replacement equation. They prefer “green” products, which give Pb-free electronic devices and products an economical edge over Pb-based ones. All these global legislations and market forces have a fundamental effect on material selection and manufacturing processes in electronic industry.

1.3 Tin-Based Lead-Free Solders

For a smooth transition to Pb-free soldering, several solder alloy systems have been suggested as replacements for Sn-Pb solder alloys [9, 15]. The candidates are evaluated based on a set of criteria that use Sn-Pb eutectic solder alloy as a baseline [9]. Ideally, the proposed Pb-free alloys should fulfill the following major criteria: have a melting point as close to Sn-Pb eutectic as possible, be eutectic or very close to eutectic, have a similar reflow profile during the soldering
process, have a sufficient wetting ability to ensure good metallization during the fabrication process of the packages, have the same or exceed the electrical properties of Pb-based solders in order to efficiently transfer the electrical signals, have adequate mechanical properties that show equal or better reliability when compared to Sn-Pb eutectic, and be inexpensive and non-toxic. The development of a good Pb-free solder alloy that displays the desired properties above is not an easy challenge. Until now, no “drop-in” replacement alloys for Sn-Pb eutectic that are suitable for all purposes have been found [16]. Researchers and solder manufacturers started with identifying the element(s) that can replace Pb and produce systems that possess the same properties as Pb-based solder alloys. Based on this approach, a limited number of elements were identified [9]. They are silver (Ag), Cu (Cu), bismuth (Bi), zinc (Zn) and indium (In). Numerous elements with preferred features were eliminated because of either lack of supply (e.g. germanium) or toxicity (e.g. antimony and cadmium) [17, 18]. All of these replacements can be used to construct a Pb-free solder system with Sn as a base element [19]. Sn is preferred over other low melting elements such as In and Bi because of its abundance and low cost with an acceptable melting temperature when it is compared to Pb [9].

The possible alloy systems that can be obtained when elements are combined with Sn will have melting temperatures in the range of 139 °C to 227 °C. Candidates such as Sn-Ag, Sn-Cu, Sn-Bi, Sn-Zn, and Sn-In are commonly used as binary solder alloy systems. Alloying elements are sometimes added, to control, modify, or improve some characteristics, creating ternary or even quaternary systems [20]. The binary and ternary alloys based on the Sn-Cu and Sn-Ag alloy systems are leading candidates, in near eutectic and alloyed forms. Others, such as Sn-Bi, Sn-In, and Sn-Zn, show limited uses in electronic packaging due to some drawbacks. Sn-Bi eutectic and Sn-In eutectic have low melting temperatures, 139 °C and 118 °C, respectively [21-23]. Due to
their relatively poor high temperature mechanical strength, lack of ductility, and limited availability, these alloys are finding only very limited applications in industry. Sn-Zn and its tertiary alloys with Bi or In have melting points close to the Sn-Pb eutectic alloys [9, 24-25]. Nevertheless, Zn has shown to be prone to oxidation and corrosion in high temperature soldering processes [26] which limits the use of these alloys as a Pb-free solder replacement for volume production. Sn-Cu has been implemented as a low cost product. The primary criteria for this selection were cost and availability in comparison to Sn-Ag alloys [15, 27]. On the other hand, Sn-Cu has been reported to exhibit somewhat inferior mechanical properties and wettability compared to Sn-Ag alloys and its ternary systems [27]. The remaining candidates include the Sn-Ag binary and ternary eutectics of Cu and Bi. The melting point of Sn-Ag is higher than Sn-Pb and therefore tertiary alloys are desirable to obtain a lower melting point [28-29]. Ternary alloys of Cu with Sn-Ag system (Sn-Ag-Cu) have been reported to provide superior performance in the replacement of Sn-Pb systems [29]. Major industrial regions, such as the USA, Europe, Japan, etc. have shown some difference in the preferred Sn-Ag-Cu compositions [15-26].

1.4 Microstructure of Bulk Tin-Based Lead-Free Solder Alloys

It is well known that the mechanical response of a component is strongly linked to its microstructure. Therefore, it is very important to accurately characterize and quantify the microstructural features of tin-based lead-free solders. Much is known about the microstructure of Sn-Pb alloy. Eutectic Sn-Pb, which was the most popular solder until recently, is composed of two phases: lead-rich particulates embedded in a tin-rich matrix [30-31]. However, Pb-free solder alloys possess a microstructure that is very different. Sn-Ag with eutectic composition of 3.5wt.%Ag and a melting temperature at 221 °C, shows a microstructure
that consists of a β-Sn rich phase and an Ag₃Sn IMC upon solidification as seen from Figure 1-2 [32], and confirmed by Sn-Ag phase diagram in Figure 1-3.

Figure 1-2: SEM image of the microstructure of Sn-3.5wt.% Ag solder alloy [32].

Figure 1-3: Sn-Ag equilibrium phase diagram [1].
Sn-Cu solder alloy also shows two phases when the eutectic composition of Sn-0.7wt.%Cu is solidified from its eutectic melting point 227 °C. Its microstructure contains Cu₆Sn₅ IMC phase dispersed into a Sn-rich matrix phase as seen in Figure 1-4 [27].

![Image of microstructure of Sn-0.7wt.% Cu solder alloy](image)

Figure 1-4: SEM image of the microstructure of Sn-0.7wt.% Cu solder alloy [27].

According to the equilibrium phase diagram of Sn-Bi system shown in Figure 1-5, no IMCs are formed when the eutectic composition of Bi-42wt.%Sn is cooled down from the eutectic melting point of 139 °C to room temperature [33].

![Image of Sn-Bi equilibrium phase diagram](image)

Figure 1-5: Sn-Bi equilibrium phase diagram [1].
Its microstructure, shown by Figure 1-6, is made of two phases, Sn-rich phase with 4wt.%Bi and Bi-rich phase with mostly pure Bi. This is because of the low solubility limit of Sn in Bi in solid solution as shown by Figure 1-5.

![Sn-Bi solder microstructure](image)

Figure 1-6: SEM image of the microstructure of Bi-42wt.%Sn solder alloy [33].

Eutectic Sn-Zn shows attractive characteristics with a melting temperature at 198 °C, that is comparable with the melting temperature of Sn-Pb solder alloy (183 °C). Its eutectic composition occurs at Sn-15wt. %Zn as confirmed by its phase diagram in Figure 1-7. Upon cooling, the microstructure shown in Figure 1-8, consists of a Sn-rich matrix phase and a Zn-rich phase with small amounts of Sn in solid solution [34].

Depending on the substrate material [35-36], both elements can form IMC phases, e.g. when they interact with a Cu substrate. The Sn-In system is also an interesting alternative. Although Sn-In eutectic composition occurs at In-49.1wt.% Sn, In-48wt.% Sn is more commonly used in the electronics industry [22-23]. The microstructure of its eutectic composition with melting temperature of 117 °C shows two IMC constituents: a β-In rich phase and a γ-Sn rich phase with approximately 45wt. % Sn and 78wt. % Sn solubility limits, respectively.
Using Sn-Ag-Cu solder alloys as an example of a ternary system, the alloy is made of large amount of tin with relatively small amounts of Ag and Cu [37]. Additives such as Zn and Bi are
sometimes added to control or enhance certain properties [20]. Three possible IMCs could form when Sn-Ag-Cu solder alloy is solidified from its melting temperature. They are embedded into Sn-rich matrix, and their chemical compositions could be extracted from their corresponding equilibrium phase diagrams as seen from Figure 1-3 and Figure 1-9 (a and b) [39], which show Sn-Ag, Sn-Cu, and Cu-Ag systems, respectively. These binary phase diagrams often combined into one ternary phase diagram as shown in Figure 1-10. Ag₃Sn is a result of Sn-Ag reaction, and Cu₃Sn and Cu₆Sn₅ are formed as a result of Cu-Sn reaction. Cu₃Sn requires high amounts of Cu at higher temperature in order to be formed [20]. It should be mentioned here that there is no IMC(s) obtained from Cu-Ag reaction as confirmed by Figure 1-9(b) and Figure 1-10. It is also worth mentioning here that no Sn-Cu MCs will show in the microstructure of Pb-free solder systems that do not contain Cu in their compositions. This means that Cu₆Sn₅ and Cu₃Sn will not form in those bulk systems.

![Equilibrium phase diagram of Sn-Cu system](image)

Figure 1-9(a): Equilibrium phase diagram of Sn-Cu system [32].
Figure 1-10(b): Equilibrium phase diagram of Ag-Cu system [32].

Figure 1-11: Ternary Sn-Ag-Cu phase diagram.
1.5 Microstructure of Joint-Configuration Tin-Based Lead-Free Solder Alloys

During the soldering process, molten solder alloy comes into contact and reacts with the substrate material. In most cases, IMCs are formed and are observed at or near the solder/substrate interface as well as in the interior of the solder joints. The composition of the solder alloy and how each of its constituents interacts with the substrate material are the major factors that affect the nature of such compounds. Other factors that may contribute in the nature of this reaction are soldering parameters such as soldering temperature, time, pressure, and cooling rate [40]. These parameters may alter the type and/or the amount of the resulting species in the joint. They may also allow or prevent the formation of certain types of phases. There are a number of substrate materials that are common in electronic packages, such as gold (Au), silver (Ag), palladium (Pd), platinum (Pt), nickel (Ni), and most commonly, copper (Cu).

In Sn-based Pb-free solder alloys the tin is metallurgically active with most metals that are commonly used in electronics packaging and assembly, such as substrate materials. The formation of various IMCs has been explained based upon the equilibrium phase diagram between each of the constituents of solder alloy and the substrate materials. The crystal structure and properties of these IMCs is usually different from those of their elemental components [28-41]. IMCs formed at the solder-substrate interface are needed for successful bond formation. Those IMCs may have morphologies that are different from those formed at the solder joint interior [41]. Sn, Ag, Bi, Zn, and In are the major components of most Sn-based Pb-free solder alloy systems and Cu is the most common substrate material. The following discussion is limited to the study of the microstructure of solder joints when the constituents of solder alloy interact with a Cu substrate and form IMCs.
**Sn-Ag/Cu system**

As was mentioned earlier, the eutectic composition of the Sn-Ag system shows a microstructure which consists of β-Sn rich and Ag₃Sn IMC phases upon solidification to room temperature, as depicted from Figure 1-3. When this system interacts with a Cu substrate, no Ag-Cu IMCs are formed at the solder-substrate interface, as confirmed by the Ag-Cu phase diagram in Figure 1-9(b). However, Cu-Sn and Sn-Ag IMCs form at the interface due to the chemical reaction between the Cu substrate and Sn and between Ag and Sn, respectively. In addition to the solder-substrate interface, the Sn-Ag IMCs can also form in the interior of the solder. The stable Cu-Sn IMC phases below 300 °C are Cu₆Sn₅ and Cu₃Sn as shown by the equilibrium phase diagram of Cu-Sn system indicated in Figure 1-9(a). At the eutectic composition, the Cu₆Sn₅ phase is typically formed above the melting point of the solder. However, Cu₃Sn will not form at the eutectic unless a high amount of Cu is available, as in alloys with a large amount of a Cu, e.g. Sn-63%Cu. During fabrication of a solder joint between any Sn-based Pb-free solder alloy and a Cu substrate, a thin layer of Cu₆Sn₅ is found at the solder-Cu interface and a layer of Cu₃Sn is found between Cu and Cu₆Sn₅. Figure 1-11 shows an example of the resulting microstructure in Sn-3.5wt.% Ag/Cu-substrate soldering system [40]. The amount of heat and/or time during the soldering process controls the total volume of secondary Cu-Sn IMC (Cu₃Sn) by allowing specific amounts of Cu to diffuse from the substrate to the melting solder [41]. Aging at low temperatures was also found to activate Cu diffusion and allow for Cu₃Sn to form [31, 44]. In recent years, the nature and growth of interfacial constituents formed at the Sn-Ag/Cu interface have been extensively studied in order to develop an adequate understanding of such phenomena [33-38, 41-48].
Figure 1-12: SEM image of Sn-3.5wt.% Ag/Cu-substrate solder joint [40].

**Sn-Bi/Cu system**

There is no formation of IMCs between Bi and Cu or Bi and Sn [39]. When Sn-Bi solder alloy is used to fabricate a joint with a Cu substrate, Cu-Sn IMCs are formed at solder-substrate interface. The nature and growth of such IMCs are very similar to the Sn-Ag/Cu system.

**Sn-Zn/Cu system**

In addition to the Sn-Cu IMCs such as Cu₆Sn₅ and Cu₃Sn, Sn-Zn IMCs such as CuZn and Cu₅Zn₈ are formed at the solder-Cu interface [35-36].

**Sn-In/Cu system**

The Cu substrate material can chemically react with both tin and indium. The microstructure that forms in this system has Sn-Cu, Cu-In and Sn-Cu-In IMCs [22].
**Sn-Ag-Cu/Cu system**

Sn-Ag-Cu/Cu joints show a microstructure that is very similar to its bulk microstructure [48]. In its bulk state, the microstructure of Sn-Ag-Cu consists of a β-Sn matrix in which Sn-Cu IMCs are randomly distributed. In addition, there are layers of Cu₆Sn₅ and/or Cu₃Sn within the bulk solder as well as at the Solder/Cu interface.

1.6 **Solid-Liquid Interdiffusion (SoLID) Soldering Process**

SoLID process is one of the potential bonding techniques compatible with modern advanced packages such as 3-dimensional integrated circuits (3D-ICs) and wafer-level packaging (WLP). It consists of a layer of low-melting materials which is deposited on top of a high melting substrate layer, respectively. During the bonding process, a pair of doubly deposited materials are placed in contact and heated to a temperature above the melting point of the low-melting material. Upon melting, phase transformation of the liquid component to a higher melting material takes place at the contacting interface. The resulting material, which is IMCs, is required for successful bonding and possesses the desired high temperature and mechanical stabilities. Obtaining a high re-melting point material from low melting temperature bonding is one advantage which increases the significance of SoLID in the electronics industry. Another advantage is that when SoLID is used, undesirable phase transformation and process-induced residual stresses that occur during high-temperature bonding can be avoidable [49]. To implement a SoLID bonding technique and obtain superior joint quality, it is necessary to understand and gain sufficient control of its parameters.

The demand for higher and faster functionality for electronic products has pushed the electronic industry sector towards developing more advanced types of packaging such as WLP and 3D-ICs. Although, these technologies possess several advantages, such as integration of heterogeneous
functions in a single package, utilization of short vertical interconnects, and size miniaturization, moderate and higher temperature gradients and thermal-induced mechanical loads are introduced into the package which could lead to severe reliability issues. The common soft solders cannot be used because of their low thermal stability [38, 45]. New joining methods are needed to produce bonds that withstand such temperatures and loads and to be implemented at low bonding temperature. One way to meet these requirements is by using SoLID method [14].

1.7 Size effects in Soldering and Solder Joints

Miniaturization requires the dimensions of the package components and parts to become smaller and smaller. This is one of the challenges that has brought about increasingly fine pitch interconnects and, accordingly, the size of solder interconnects is being continuously scaled down. It is well known that when one of the component’s dimensions approaches a characteristic size of the material’s microstructure, mechanical effects occur [50]. Interconnects and some other parts of electronic packages can be considered examples of components that have three small dimensions on the same order of magnitude as the microstructural length scales of their respective materials. Significant changes in the properties and behaviors of such components could take place due to dependence on the scale itself as well as the material’s microstructure, and cannot be predicted by macroscopic assessments and evaluations. These effects are commonly called size effects and have been categorized into four areas [50-63]: microstructural effects, gradient effects, surface/interfacial effects, and grain statistics effects.

*Microstructural Effects*

Microstructural effects are one of the earliest reported effects in which the dimensions of phases and particles in the microstructure play a role in defining the overall performance of a material
under consideration. Microstructural effects directly influence the overall behavior of a material which depends on the detailed underlying microstructure, e.g. grain size, distribution, and orientation of each phase and particle in the microstructure. For a given application, material scientists and engineers have used this type of size effect as a tool to improve or fine-tune the desired properties [52]. A variety of models have been proposed to incorporate the microstructural effects [64-67]. In the Hall-Petch model, the material is strengthened by grain refinement to a specific extent. After this point the model breaks down and the strengthening effect is reversed upon further grain refinement. Another model is the Orowan model [68], which incorporates the effect of hard obstacles embedded inside the material’s microstructure in terminating the dislocation motion. A third model, the Friedal model [69], applies a precipitation-based strengthening approach on hindering the motion of dislocations and dislocation loops.

**Gradient Effects**

It is one of the widely discussed size effects, which explains the strengthening behavior observed in many metals at small length scales [53, 70]. While keeping all geometrical proportions identical, downscaling a component will naturally results in an increase of the gradients of the strain. The increase in strain gradients has to be accommodated geometrically in the lattice by curvature, which is intrinsically limited through the lattice structure. Therefore, the only physical manner to accommodate the curvature is by the introduction of extra dislocations in the lattice [53]. The extra dislocations usually denoted as geometrically necessary dislocations (GNDs). Since more stresses are needed to introduce GNDs into the lattice structure which is seen as a strengthening effects.
**Surface/Interfacial Constraint Effects**

Surface/interfacial effects occur when carriers of plastic deformation and an external boundary or interfacial surface of another material having physical interact. For instance, the formation of a strong or weak boundary layer or interface at a surface of a particular material may facilitate or block dislocation motion during plastic deformation. This size effect has been implemented in many applications where the component’s mechanical response was enhanced by obstructing plastic slip using an oxide layer, hard coating, etc. The nature of the physical boundary and the material of interest defines whether the resistance of the component to the applied load and then to the plastic flow is increased or decreased [53, 56, 71]. Small interconnects, thin films, foils, and multi-layered structures are all relatively close to a physical boundary or interface surface. This material behavior with respect to its boundaries motivates surface/interfacial effects which therefore induce a dimensional constraint. It can be expected that in small structures, the dimensional constraint will control the mechanical properties, response, and deformation mechanisms of the components [53].

**Grain Statistics Effects**

Grain statistics effects are frequently observed in polycrystalline materials upon decreasing dimensions of a structure. For small geometrical dimensions, the number of grains in one of the spatial direction may become small. Therefore, the overall mechanical behavior of the structure becomes dependent on the detailed underlying microstructure such as size, distribution, and orientation of the individual grains. This geometrical constraints-microstructure features interaction is very common in structures with dimensions close to the characteristic microstructural length scale. In general, a lack of statistical microstructural averaging induces a
weaker response in metallic foils and ultra-fine sheets. Investigations [58, 70, 72, and 73] have revealed that the yield and hardening properties diminished upon decreasing thickness.

1.7.1 Size Effects on Interfacial Reaction during SOLID Soldering Process.

SoLID bonding for electronic packaging and interconnects was investigated by many researchers as early as mid-1960s [74, 75]. Bernstein et al. demonstrated the feasibility of using SoLID bonding at low-temperature processing conditions to produce high-temperature bonds which can be used in semiconductor and non-semiconductor brazing and bonding applications. The effect of process parameters such as temperature and time were addressed on specimens with dimensions on the order of inches. Since then, other studies exploring the use of SoLID bonding to join base materials such as Ag, Au, Cu, Ni, Pd, etc. have been conducted [76-82]. SoLID joints generally consist of IMC phases, such as Cu₆Sn₅ and Cu₃Sn in Sn-based solder-Cu substrate systems [83]. Despite the fact that IMCs are brittle in nature, SoLID joints are not necessarily less reliable than conventional Sn-based solder joints. This is because the IMCs have a much higher strength [84] and creep resistance than the conventional Sn-based solder alloys. Roman et al [43] investigated SoLID bonding of Ag, Au, and Cu base materials using a variety of commercial solder alloys. Bonds as strong as, or stronger than, the ones obtained by conventional soldering techniques were formed. However, little or no information was available on diffusion rates, IMC formation, and structure. Li et al [83, 85] have investigated the kinetics of the interfacial reaction in a variety of SoLID bonding material-substrate systems at different bonding temperatures and times. Specimens made of 25 μm thick pure Sn foil and 0.1 mm thick pure Cu and Ag foils with other dimensions of 12x10mm were used in their study. Microstructure, evolution, and kinetics of IMCs formed in Ag-Sn-Ag and Cu-Sn-Cu systems were characterized. It was found that microstructural features and growth kinetics of IMCs are
significantly different from those formed in conventional Sn-based solder alloys-Cu substrate systems.

A number of studies have been carried out on SoLID bonding processes to address the effect of process parameters on the reliability and integrity of the solder joints. Ladani et al [86, 87] implemented a full factorial experiment on the SoLID fabrication process to investigate the effect of process parameters such as time, temperature, and pressure on the bond strength and microstructure of Sn-3.5Ag solder bonds. Temperature has been shown to be the most influential factor on the bond strength. Higher strengths are obtained at a fabrication temperature of about 40 °C higher than the melting point of the low-melting material. The study also showed that IMC formation requires a sufficient Cu concentration, which is achieved through increasing bonding time. IMC growth was also studied through application of a 1-D analytical model. It was found that for complete transformation to IMC, 17 and 28 minute bonding times are sufficient for 20 µm and 240 µm thick-joints, respectively. Bartels et al [76] investigated IMC phase formation in Sn-SoLID. Microstructural and mechanical characterizations of IMC bonds were performed. At longer times and higher temperatures, the IMC formation rate increased. Continuous miniaturization of solder joints in high-density packaging highlights the importance of studying how the joint size affects the joint microstructure and thereby the mechanical behavior and reliability. Sharif et al. and Islam et al. [88, 89] have conducted an investigation to compare the interfacial reaction between under bump metallization (Cu-UBM) material and molten eutectic Sn-Pb and Sn-3.5Ag-0.5Cu solder alloys having different volumes for a range of temperatures and bonding times. It was found that higher solder volumes show a much higher Cu consumption with a higher rate during the initial reflow stage. Smaller solder volumes show a thicker layer of IMC due to the high diffusivity of Cu in molten solder and the higher probability
of IMC formation on the existing IMC at the interface. Huang et al. [90, 91] conducted a study on the effect of solder bump geometry on the microstructure of Sn-3.5Ag, Sn-3.8Ag-0.7Cu, and pure Sn/Cu joints fabricated at 240 °C with different bonding times. It was suggested that solder bump geometry can influence the dissolution kinetics of pad material into the molten solder and, therefore, affecting the resulting microstructure within the bond.

Despite the extensive literature which addresses the kinetics of SoLID bonding processes used to join a variety of solder alloy-substrate material systems, there is limited focus on the effect of bond size and geometry on growth kinetics and the morphology of the interfacial IMCs presented in very small SoLID Pb-free solder interconnects. To date, there have been no studies released which elucidate the effect of joint size on the kinetics of the interfacial reaction in the Sn-based Pb-free solder/Cu systems during SoLID soldering. More studies should be conducted to characterize the microstructure morphology and evolution of IMC during SoLID soldering, derive the kinetic constants of IMCs, and investigate diffusion and growth mechanisms of Cu and IMCs during IMC formation and thickening.

1.7.2 Size Effects on Microstructure of Solder Joints

The combination of the phases present in a material, and their defects, morphology and distribution usually define the microstructure of that material. The material properties and response are ultimately a function of composition of the material, microstructure as well as the thermal, mechanical and chemical histories.

In electronic assembly, one of the processing variables that affect the initial microstructure of the solder is the cooling rate. For eutectic alloys, two phases; Ag₃Sn IMC and Sn-rich, usually solidify at a single temperature and the resulting microstructure is usually lamellar which may be altered to be equiaxed by cooling the solder very quickly as seen from Figure 1-12 [92, 93]. A
faster cooling rate produces a finer microstructure since the time is less for diffusion to take place.

Figure 1-13: SEM images of the effect of cooling rate on the microstructure of Sn-3.5wt.% Ag solder. (a) 24°C/s (water cooling), (b) 0.5°C/c (air cooling), and (c) 0.08 °C/s (furnace cooling) [92].

For off-eutectic and ternary solder alloys, the resulting phases are more complex due to the difference in the range of solidification and the increasing number of involved elements. Cooling rate can also be controlled by reducing the amount of molten material [94, 95]. Less time is needed for a small volume to cool down due to changes in heat conduction, radiation, and convection rates with volume reduction. Small volumes also amplify the effect of other factors such as defects, voids, and grain [96].

Other factors which may introduce some variation in the initial solder microstructure are solder composition, solder-substrate interaction, and the shape of the joints which can be reflected in their thicknesses. When the characteristic size of the solder joints is decreased, the global mechanical behavior of the solder materials could be changed. This alteration in solder joint response is attributed to the effect of microstructure change that is introduced due to different phenomena. One important phenomenon is the change in the interaction between the solder and the substrate materials at small size joints. This phenomenon is responsible for the IMC formation at the interface. Small gaps between the two soldering species affect the diffusion
process which controls the bond-formation mechanisms [83, 86]. For example, the rate of diffusion of substrate element is higher in which there is a good chance to reach the solder and form IMC. This change of diffusion rate alters the weight percentage of the formed IMC amount in the bond at the expense or diminishing the bulk solder alloy in the joint [83, 97]. It can be expected that at small joint thicknesses, all bulk solder material will be transformed into IMCs [98], and the joint behavior will be controlled by IMC properties and microstructure since they are totally different from solder alloy.

During the last two decades, several investigations characterizing the microstructure of Sn-based Pb-free solder joints have been carried out both experimentally and theoretically. Wu et al. [97] studied the effect of joint thickness on microstructure and tensile properties of Sn9Zn/Cu joint system. A couple of observations were made. One is that as the joint thickness decreases, a rapid decrease of Zn content in the bulk solder takes place. This is attributed to the metallurgical reaction during reflow process which consumes the Zn to form Cu-Zn IMCs. This significantly changed the solder composition from its eutectic composition to hypoeutectic. Another observation is that the Cu content, which diffuses from the substrate into molten solder, will experience a rapid increase within the bulk solder as the joint thickness decreases, which consequently results in increasing the amount of IMC. Since the Cu/solder interface area is the same in all joints regardless of joint size, the amount of IMCs will be the same in all joints and causes increasing in the IMC volume fraction upon decreasing the joint thickness. All these changes in the phase fractions and element contents in solder joint introduce variations in joint behavior under loading conditions.

Wiese et al. [99, 100] analyzed the microstructure of SnAgCu and Sn-3.5Ag solder systems. It was found that in bulk Sn-Ag-Cu solder specimens the microstructure consists of β-Sn dendrites
surrounded by quasi-eutectic phase. Solder joint specimens exhibit a columnar structure [99]. This difference in microstructure appearance was related to the elemental content in the solder alloy and the nucleation process during solidification. Varying the content of soldering elements could affect the production process of dendritic or columnar microstructures. In bulk solder, rapid crystal growth starts from the center region which was distinguished by a small area with many randomly oriented grains surrounded by large grains. In small joints, the nucleation starts at the solder/substrate interface and proceeds from one side to the other, producing the columnar structure. Furthermore, the solidification process takes less time which causes the microstructure to consist of a large number of small randomly oriented grains. An increase in the number of grain boundaries is expected compared to bulk solder and will be responsible for any possible variation in mechanical response. Zimprich et al. [101, 102] compared the microstructure of solder joints of different sizes. Larger joints showed coarser microstructures compared to small ones. This change was responsible for the pronounced increase in yield and ultimate tensile strengths of their specimen mentioned in the next section.

Huang et al. [94], Kinyanjui et al. [95], and Cho et al. [103], demonstrated the dependency of the solidification process on specimen size and under bump metallurgies (UBM) of Pb-free solder alloys. Decreasing specimen size resulted in rapid solidification of molten alloys because of the under-cooling phenomenon which describes the solidification stage at a temperature that is lower than the equilibrium melting temperature of the alloy system. In their studies, it was found that the degree of under-cooling increases linearly with the decrease of specimen size. This relationship was attributed to the reduction of nucleation probability when specimen size is reduced. It was also found that the UBM plays a role in these studies. The comparison between different UMBs revealed that the degree of under-cooling varies from one UBM to another. In
general, a significant reduction of under-cooling was observed when solders were placed on Cu, Ni and Ag substrates compared to the same solders placed on non-wetted and non-reactive substrate material (e.g. Al). Wetting ability and reactivity between solder alloys and UBM materials introduce variations in nucleation behavior as well. Whether the solder system shows a low or high degree of under-cooling will have direct influence on the resulting microstructure of solder joints as well as their mechanical properties.

Castro et al. [104] observed a substantial change in the morphology of three systems of Sn-Pb solder alloys: hypoeutectic, eutectic, and hypereutectic compositions. There was a critical degree of under-cooling at which a transition from lamellar eutectic to anomalous eutectic occurred in the Sn-Pb system. The former morphology is a result of rapid solidification while the latter one forms due to slow solidification conditions. Yang et al. [105] addressed the effect of joint size on Sn grain features of Pb-free solder alloy such as number of grains across joint thickness, grain orientation, and distribution. These features are critical parameters in determining the thermo-mechanical response of solder joints. It was found that the number of grains is independent of joint size, aging time, and reflows. Generally, the Sn grains show highly preferred misorientation angles. However, Cong et al. [106] arrived to an opposite conclusion in which the number of Sn grains diminished as the joint size decreases.

1.7.3 Size Effects on Mechanical Properties of Solder Joints

The mechanical properties of a material determine the limit of applications in which that material can be effectively used. A material could show different properties in different applications depending on the type and range of loading, shape and size of the component in which the material was used, and heat treatment. The first parameter which can introduce significant changes in material properties is the microstructure as was explained in the previous section. A
component material could possess a microstructure that shows different phases with different
distribution and grain sizes due to cooling rate, component geometry, and compositions.
Investigations on the effect of specimen size on the mechanical properties of solder materials
have been done by many researchers [96, 101-102, 107-110]. Bonda et al. [107-108] have shown
that bulk data can be used only if the joint size is larger than a certain representative volume.
When structure has a volume below this critical size, non-homogeneous deformation and strain
localization begin to appear and cause deviation of local strains from applied ones. Gugnoni et
al. [96] conducted experimental and numerical studies on the influence of geometrical (plastic)
constrains and size effects on the elasto-plastic response of lead-free solder joints. It was
explained in this study that when solder gap relative to other dimensions is decreased, triaxial
stress field will develop within the solder volume. This triaxiality of stress field can completely
modify the overall load-displacement response of the solder joint comparing to bulk/case solder
specimen, due to the introduction of a significant apparent hardening. This apparent hardening is
usually called constraining effect and strongly depends on the geometry of the solder joint. The
experimental results revealed that the stress-strain response of thinner joints shows a much
higher ultimate stress as well as a reduced ultimate strain compared with thicker joints and bulk
solder specimens. This was due to the possible constraining (plastic constraints) and size effects.
Zimprich et al. [101, 102] have conducted tensile and shear tests of solder joints to investigate
the occurrence of size effects on mechanical properties. Solder joints of rectangular shape with
gap sizes in the range of 25-850 µm were tested. Results showed that as the gap size decreases, a
strong increase in ultimate tensile strength and yield strength of tensile samples and shear
strength of shear samples was observed and attributed to the Orowan effect. Ranieri et al. [109]
investigated the tensile properties of geometrically constrained high aspect ratio Sn-40Pb solder
joints with thicknesses ranging between 0.001-0.006 inches. The plastic constraint, introduced by substrates on the solder material used in joining, was shown to severely change solder joint average tensile strengths which increased by a factor of six compared to the same solder when used in bulk form. Thus the data extracted from bulk samples are not reliable if extremely small solder volumes are considered.

An experimental study performed by Yin et al. [110] showed that an increase of ultimate tensile strength is not always encountered with decreasing thickness-to-diameter ratio shown in Figure 1-13. The ultimate tensile strength of the solder joint increases with decreases in thickness at constant diameter and it nicely follows the Orowan approximation. However, a decrease in ultimate tensile strength was observed when the diameter was decreased at constant thickness. This introduced an inverse size effect. A joint volume effect model, instead, was developed which describes the dependency of a joint’s strength on joint volume as displayed Figure 1-14. The figure clearly shows the improvement of ultimate tensile strength with decreasing joint volume in two different solder alloys; Sn-3.0Ag-0.5Cu and Sn-37Pb.

Limeng et al. [111] were able to numerically evaluate fracture properties of solder joints of different sizes under tensile loading conditions. A similar trend to the thickness-to-diameter ratio effect, as elsewhere [110], was observed. The trend showed that the stress intensity factor was decreasing with decreasing thickness at constant diameter and the opposite behavior when diameter is decreased at constant thickness.
Ongoing efforts in the electronics industry aim to reduce the size of the components to meet the requirements of modern electronic packaging. The integrity and reliability of interconnects plays a significant role in attaining this goal. These factors are highly affected by the mechanical properties of the interconnect materials. Material data obtained from bulk test specimens are often utilized in many activities such as material selection and design processes, evaluation of the mechanical response, and reliability estimation of joints that are very different in size and
shape. Previous studies have shown that the bulk data can be successfully used only if the size of the solder joint is greater than a certain representative volume, which is the smallest volume over which the average deformation of entire substance is still shown [107, 108]. Below this volume, the performance of the joint is strongly dependent on its size. Therefore, the effect of joint size, which at small dimensions could dramatically vary the mechanical properties and performance of solder joints, has to be taken into account when investigations are conducted addressing a reliability or integrity issues.

In most cases, solder joints are made into a thin layer or a small ball of soldering alloy, with a typical size on the order of microns. Testing material properties and mechanical response at such length scales is not an easy task as it requires unique instrumentation and sample preparation [12-14]. Sn-based Pb-free solders have been considered promising alternatives because of their superior resistance to creep and thermal fatigue [112, 113]. During device operation, the mismatch of coefficients of thermal expansion of the different materials in the package causes creep and thermo-mechanical fatigue damage in the joints which could result in premature failure. The mechanical properties as well as fatigue and creep behaviors of the solder joints are significantly influenced by joint size and geometry as well as processing parameters. Thus, an understanding of the relationships between processing parameters and microstructure evolution, mechanical and creep properties, and fatigue life under different loading conditions at small sizes is extremely important. This can help in demonstrating field response and deformation and fracture mechanisms associated with solder interconnects.

1.8 Interfacial Stresses and Fracture Toughness of IMC Material

During the electronic packaging, components are usually stacked in multi-layer structure fashions in which different interconnection methods may be used such as solid SoLID, thermo-
compression bonds, adhesive bonds, soldering, etc. The ability to control and predict the failure mechanisms in electronic devices is of practical importance. Therefore, the sustainability of the interconnections to different mechanical and thermo-mechanical stresses in both during manufacturing and operation is a critical factor to be monitored. It is well known that one of the major failure causes is the brittle fracture associated with IMC materials formed in most joints such as solder joints [114, 115]. To quantify the fracture in such brittle materials, theories of fracture mechanics have developed which give a systematic approach of calculating fracture toughness based on the type of loading. Failure in electronic devices could be due to stresses developed by mechanical loading, thermal mismatch, or a combination of both. These stresses could result in different fracture modes such as tension (mode I), shear (mode II), out-of-plane shear (mode III), or mixed-mode conditions [116]. Therefore, different experimental techniques are available to determine the bond strength and fracture characteristics of IMC bonds. In particular, four-point bend test, Chevron test, and double-cantilever beam test are commonly used in measuring strength and fracture toughness of interfacial bonds when mixed-mode loading conditions are under consideration [117, 118]. It is a testing technique that is based on accounting for the interfacial stresses at the interfaces of IMC bonds during the measurement of strength and fracture toughness.

In conventional four-point bend test, the fracture toughness of bond material is determined based on the knowledge of the bending moment. There is no need to address the stresses at the crack tip or at the interfaces for the bond material. However, understanding the stresses developed at the interface, and relating these stresses to fracture toughness is scientifically significant. Closed-form solutions of interfacial stresses such as shear and peeling stresses due to thermal loading [119-128] and due to mechanical loading [129-133] have been obtained based on either strength
of materials, theory of elasticity, or classical beam theory. Despite the extensive use of four-point bending test specimens for quantifying bond strength and fracture toughness, no analytical solution is available to determine the interfacial stresses at the interface bond.

1.9 Problem Statement

With miniaturization of modern electronic products and devices, the interconnect density in electronic components and packages has significantly increased resulting in interconnects and joints on the scale of a few microns. The requirements of high integrity and reliability have demanded superior mechanical properties in interconnect materials such as solder alloys. However, the need for miniaturization leads to fundamental changes in the microstructure of solder joints as well as on the resulting mechanical behavior under service conditions. One microstructural change is that the IMC fraction, which is required for successful bond formation, increases as joint size decreases up to a point where the joint completely transforms into IMCs [15], as shown in Figure 1-15. The large reduction in the typical volume of interconnects leads to a situation where the characteristic size of solder joints is comparable to the characteristic size of its microstructure. In this case, the mechanical properties of the solder joint may change significantly due to the scale effects discussed in this chapter. Previous studies of the effect of joint size on mechanical behavior showed contradicting results [97, 134]. It is well known that the properties of solder joints are very different from those of bulk solders. Therefore, properties of bulk solder should not be used for joint design, solder selection, and reliability estimation of electronic packages. To successfully estimate the reliability of solder joints, accurate mechanical properties are needed. To obtain this data, test specimens have to be scaled down to the typical joint sizes used in modern electronic products. Proper mechanical and microstructural characterization tools have to be implemented, rather than the ones used for large structures.
Soldering involves a chemical reaction that takes place between molten solder and a substrate. The substrate material dissolves into the molten solder at the contact interface and IMC layers are formed which serve as bonding material for the solder joint. The formation, growth, morphology, and thickness of IMC layers are critical issues for the mechanical properties of solder joints and therefore the integrity of the entire electronic packages [4], particularly when solder joints are very small. Some studies have suggested that solder joint size and geometry could influence the kinetics of the interfacial reaction [23]. Having a better understanding of the effects of solder joint size on the interfacial reactions during SoLID soldering is important. Limited studies on the effect of size and geometry of solder joints on interfacial reaction during conventional soldering were conducted [86, 87]. Other studies, which investigated the kinetics of interfacial reaction during SoLID soldering, were reported [9-11]. Others experimentally and theoretically investigated the effect of process parameters on the mechanical strength and microstructure of SoLID solder joints [9-13]. To date, no data have been reported for the size effects on the interfacial reactions during SoLID soldering. Despite the brittle nature of IMC compounds which dominate SoLID joints, these joints do not have to be less reliable when compared with conventional solder joints formed using, for
example, reflow or wave soldering methods. Studies have reported different mechanical behaviors of solder joints at small scale [97, 111, 134-136]. Wu et al. [97] reported a weakening effect as joint size decreased while others [111, 134-136] reported a strengthening effect with decrease in joint size. In all of those studies, solder joints were fabricated using conventional techniques and at relatively large sizes compared to the joint sizes common in nowadays electronics. Fundamental investigations of the mechanical properties of SoLID solder joints are needed for reliability and theoretical modeling studies.

1.10 Objectives

Based on the statements above, several critical problems in the area of Sn-based Pb-free solder alloys remain to be solved. Thus, the objectives of this research work are:

1- Investigate size effects on the microstructure of micro-scale Sn-3.5Ag/Cu-substrate joints, interfacial reaction, and resulting phases and morphologies.

2- Understand the growth kinetics of IMC formed in micro-scale Sn-3.5Ag/Cu-substrate soldering joints and determine possible size effects on the kinetics constants, activation energies, and growth mechanisms associated with each IMC layer.

3- Determine any possible size effects on the mechanical properties of different materials in micro-scale Sn-3.5Ag/Cu-substrate soldering joints.

4- Evaluate local mechanical properties of joints consisting of a few grains nanoindentation.

5- Evaluate mechanical properties of single grain IMCs and compare across different grain orientation.

6- Evaluate the fracture toughness of interfacial IMC bond through experiment and modeling.
1.11 Dissertation Organization

This is an article-based dissertation. Each chapter presents an article that has been either published or under review at this time. Chapter 2 presents an experimental characterization of microstructure and IMCs-growth kinetics in Sn-3.5Ag/Cu-substrate solder joints. The growth kinetics of IMCs was further investigated analytically using a physics-based analytical model to determine the governing mechanisms of IMC formation and growth.

In Chapter 3, the size effects on the interfacial reaction in Sn-3.5Ag/Cu-substrate solder joints are characterized and discussed. An experiment was designed in which three solder joint thicknesses were fabricated. SEM and energy-dispersive x-ray spectroscopy (EDX) were utilized in observing IMC morphology, measuring the growth, and identifying IMCs and eutectics.

For further microstructural and mechanical characterization of solder joints, Chapter 4 is devoted to developing and optimizing the surface preparation procedure that could be used in preparing solder joints for EBSD analysis. It describes the outline of the polishing steps that should reveal the best flat, distortion-free surfaces. In addition, an effort has been made to define and optimize the EBSD processing parameters, in particular the step size and the minimum number of detected bands, that have the most effect on the reliability of EBSD analysis of solder joints.

Chapter 5 presents an experimental study that has been conducted to evaluate the mechanical properties of Sn-3.5Ag/Cu-substrate solder joints locally. In particular, the elastic and plastic properties of IMCs, eutectic solder, and Cu materials have been obtained through nanoindentation testing. Size effects on mechanical properties of solder joints have also been addressed in this chapter. The indentation is used to extract properties of single grain Cu6Sn5 IMC layer and compare them in grains with different orientation.
Chapter 6 is dedicated in obtaining stresses in IMC layer in multilayer configuration where IMC layers act as joining material for two other materials. Analytical models are developed to obtain the shear and normal stresses and to use these stresses to determine the fracture toughness of Cu6Sn5 IMC material, using four-point bending method. Results are verified using finite-element simulations and experiments.

The last chapter, Chapter 7, summarizes the primary results, conclusions, and contributions obtained of this study as well as the recommendations for future directions of this research.
Chapter 2 : IMC Growth of Sn-3.5Ag/Cu-Substrate Soldering System: Combined Chemical Reaction and Diffusion Mechanisms

Abstract

The growth kinetics of intermetallic (IMC) compound layers formed between Sn-3.5Ag solders and Cu substrate in soldering process are investigated experimentally and analytically. In order to determine the governing mechanisms of IMC formation, an experiment is designed in which samples are fabricated with bonding temperature varied at three levels of 260, 310 and 360°C while time is varied at seven levels between 1 to 240 min. Microstructural analysis is conducted to analyze the IMC thickness and morphology. A physics-based analytical model (Dybkov), in which net growth of each IMC phase is modeled as result of diffusion and partial chemical reaction, is modified for a case of liquid-solid state for two IMC layers. Dissolution of solid IMCs into liquid solder is included in the model. The model is then used to evaluate governing mechanisms of IMC formation and growth and determine the activation energies for formation and growth of different IMC compounds. The chemical reaction and diffusion rate constants have also been evaluated for different intermetallic compounds of Sn-3.5Ag-/Cu-substrate soldering system. Two intermetallic phases were observed during soldering at the interface: η-phase (Cu₆Sn₅) and ε-phase (Cu₃Sn) IMC layers. The thickness of the η and ε IMC phases increase with increasing the soldering time and/or soldering temperature. The increase in the IMC layer thickness during the process is found to obey a linear relationship with time during the chemical reaction-controlled stage of formation of Cu₃Sn IMC layer and it obeys a parabolic
relationship with time during the diffusion-controlled growth stage of formation of both IMC layers. It was shown that as temperature increases, the chemical reaction and diffusion rate constants monotonically increase. Modeling results indicate clear distinction of governing mechanisms of growth at different IMC growth stages with chemical reaction-controlled growth at initial stage and diffusion-controlled growth at final stage of IMC formation. The apparent activation energy calculated for the chemical reaction-controlled growth stage is 20.59 (kJ/mol) for ε IMC phase. For diffusion-controlled growth stage, the activation energy values obtained are 41.98 (kJ/mol) for η IMC phase and 50.10 (kJ/mol) for ε IMC phase. These values slightly differ from values reported in literature where a simple power-law fit is used to extract those quantities. This is expected because unlike present study, the power-law fit does not explicitly incorporate the interaction between the chemical reaction and diffusion mechanisms in IMC growth. The values obtained in the current study are still within the range of the values found in the literature.

**Key words:** Sn-3.5Ag solders, intermetallic growth, chemical reaction and diffusion kinetics, activation energy.

2.1 Introduction
Solder alloys and soldering processes are used extensively in electronic assemblies. Traditionally, eutectic or near-eutectic Sn-Pb alloys have been the most widely used solders for electronic packaging [1-2]. They offer a variety of technical advantages such as low melting point, outstanding wetting and spreading capabilities, competitive cost, satisfactory strength, ductility, and fatigue resistance [3-9]. Nevertheless, there are legal and technological factors that press for alternative soldering materials and processing approaches. Among these factors are legislations that tax, restrict, or eliminate the use of lead due to the environmental and toxicological concerns associated with the material [10]. Furthermore, continuous
miniaturization of interconnects results in reliability issues [9, 11]. Another factor is the need for stacked soldering of complex assemblies that require different types of solders with different melting temperatures [12].

For a smooth transition to Pb-free soldering, several solder alloy systems have been suggested as replacements for Sn-Pb solder alloys [9, 13]. Candidates such as Sn-Ag, Sn-Cu, Sn-Bi, Sn-Zn, and Sn-In are commonly used as binary solder alloy systems. Alloying elements are sometimes added, to control, modify, or improve characteristics such as melting temperature, microstructure, homogeneity, response to stresses, dissolution rate of base materials, and wettability properties, thus creating ternary or even quaternary systems [1, 14]. The binary and ternary alloys based on the Sn-Cu and Sn-Ag alloy systems are leading candidates, in near eutectic and alloyed forms.

Solder joints play an important role in electronic products by serving as electrical, mechanical, and in some cases thermal connections between components and the board or substrate. With miniaturization of electronics and as the interconnect density increases and more complex geometries are used, reliability issues become even more critical. One of the most critical factors known to affect the reliability of solder joints is the formation of intermetallic (IMCs) compounds between the solder alloys and base materials during the soldering process.

It is well known that the presence of the IMCs between solder alloys and the substrate is an indication and essential requirement of good metallurgical bonding. The mechanical and physical properties of IMCs may substantially differ from those of the solder and substrate. An excessive IMC layer could degrade the reliability of the solder joints due to the inherent brittle nature of IMCs and their tendency to generate structural defects such as Kirkendall voids associated with Cu₃Sn formation, irregular phase formation, and weak interfaces [15-17]. Moreover, continuous
formation of the IMC layers during service operation would also consume the thin film under bump metallization [15] which could exacerbate the long-term reliability of the solder joints. Therefore, knowledge of the solder-substrate chemical reaction and IMC growth in the solder interconnects is extremely important for understanding reliability of the solder interconnects and for the optimization of the soldering processes.

The formation and the growth of IMCs in various solder material systems have been widely investigated over the years [16-32]. Most experimental investigations assume a power law fit for IMC growth [14-15]. In solid-solid interaction, the kinetics of IMC growth usually follows this assumption and it was found that IMC thickness is proportional to the square root of soldering time [16-25]. Similar time dependence is also recognized in literature for liquid-solid interaction with various time exponents [26-28]. Although most of the existing literature has concentrated on this technique, the power law model is not a physics-based model and cannot explain the complicated physics involved in the process of IMC formation and growth [15] such as diffusion mechanisms, and chemical reactions. Such information is important specially when IMC growth is controlled and/or monitored.

Other studies modeled IMC growth using Fick’s diffusion law [29-33]. This law relates the mass flux and concentration gradient of the diffusing species through the theory of diffusion. It is assumed that there is instantaneous occurrence of mass flux and chemical reaction. However, a phase lag may exist between the interdiffusion of two dissimilar materials and the chemical reaction at the interface, which is accounted for in Fick-based approach [29]. The diffusion-based approach eliminates some of the weaknesses associated with power law fit. However, it raises some other issues. For example, it is impossible to find a closed-form solution for the developed differential equations describing the thickness growth of IMC layer. Therefore, the
solution has been sought through numerical methods [34]. Another issue is the difficulty in interpreting the results obtained by this model due to the assumptions associated with applying the numerical solution [29-30]. Often, the model is simplified to a one dimensional problem which fails to capture the complex physics of the IMC formation. Therefore, more advanced models have to be developed to overcome the drawbacks of available techniques [15, 29]. In this article, a different model, which was developed by Dybkov [35-43] for solid-solid interaction condition, is modified for a case of two different IMC compounds and solid-liquid interaction of IMC with liquid solder to evaluate the kinetics constants of IMC growth. It relies on the assumption that the growth of any IMC layer at the interface between two materials A and B at a given temperature is a result of counter-diffusion of components A and B across its bulk followed by partial chemical reactions between diffusing atoms of one component and surface atoms of another component [35-43]. This model is able to reveal the role of diffusion and chemical reactions in determining the IMC layer growth kinetics. It is chosen in this work because it could be modified to mimic the growth kinetics of one or more layers of IMCs [35-36]. Moreover, it allows for the two sequential growth steps, diffusion and then chemical reaction, to be represented in separate terms, which allows for the possibility of evaluating the diffusion and chemical rate constants separately. It also allows for the effect of the dissolution process to be incorporated in the model, specially, in early IMC formation. In this analysis the model is modified to include the dissolution effect.

2.2 Modeling IMCs Growth
In this study, Dybkov’s model is implemented. The model has been used to study the growth kinetics of one and two compound layers in solid state conditions. It has also been used in studying the liquid-solid growth state of one compound layer in which the effect of dissolution is taken into account [35-37]. In our case the model is used to investigate growth kinetics of two
compound layers during liquid-solid reactions such as Cu-Sn reaction which is very popular in soldering industry.

During the soldering process, metallurgical reaction between the liquid solder and substrate material forms a layer of IMC at the solder/substrate interface. The layer growth is due to a continuous alteration of two consecutive steps: diffusion of atoms and subsequent partial chemical reaction. Partial chemical reactions are the reactions that take place at the layer interfaces with the participation of diffusing atoms of one of the components and the surface atoms of another component. In case of the Sn-based solder alloys with the Cu substrate, typically two layers of IMC compounds form. One phase is η- phase (Cu₆Sn₅) which forms first at the interface adjacent to solder followed by ε-phase (Cu₃Sn) which forms adjacent to Cu substrate if higher soldering temperature and/or longer soldering time are applied. A general formulation that can be applied for other similar systems is developed. The reacting elements are denoted by A for the liquid element and B for the solid element. The schematic diagram in Figure 2-1 shows the elements’ regions and IMC regions in between these two elements. The growth regions at the interfaces are shown between 1 and 1’, 2 and 2’, 2 and 2’’, and 3 and 3’. The IMC layers thickness are shown by x and y for AₚBₚ and AₚBₚ IMC compounds accordingly. These two IMC regions are indicated between 1’ and 2’, and 2’’ and 3’.
Figure 2-1: Schematic diagram to illustrate the growth of the \( A_p B_q \) and \( A_r B_s \) compounds between liquid A and solid B substances.

The \( A_p B_q \) represents \( \text{Cu}_6\text{Sn}_5 \) and \( A_r B_s \) represents \( \text{Cu}_3\text{Sn} \) compounds in Cu-Sn system. These layers grow due to four chemical reactions within the interface regions as follows:

<table>
<thead>
<tr>
<th>Layer formed</th>
<th>Interface</th>
<th>Partial chemical reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_p B_q )</td>
<td>1-1’</td>
<td>( qB + pA = A_p B_q )</td>
</tr>
<tr>
<td></td>
<td>2'-2</td>
<td>( (sp - qr) A + q A_r B_s = sA_p B_q )</td>
</tr>
<tr>
<td>( A_r B_s )</td>
<td>2-2’’</td>
<td>( (sp - qr) B + r A_p B_q = pA_r B_s )</td>
</tr>
<tr>
<td></td>
<td>3'-3</td>
<td>( rA + sB = A_r B_s )</td>
</tr>
</tbody>
</table>

Reaction (2-1a) governs the formation of the first IMC (\( A_p B_q \)) layer at the liquid interface and also its growth from the original thickness (\( x \)) by the amount (\( d_x B_1 \)). The numeric subscript, 1, shows the interface at which the reaction occurs and the alphabetic subscript, B, indicates that it occurs due to diffusion of element B. This basic notation will be used throughout this discussion.

At interface 2, each IMC layer transforms to the other IMC layer according to reactions (2-1b) and (2-1c). Reaction (2-1b) governs the formation of the first IMC layer by consuming the second IMC layer. It causes the thickness (\( x \)) of \( A_p B_q \) IMC layer to increase by (\( d_x A_2 \)). Simultaneously, the first IMC layer is also consumed to form the second IMC layer (\( A_r B_s \)). This is governed by reaction (2-1c) in which the layer thickness (\( y \)) increases by the amount (\( d_y B_2 \)). At the solid interface (interface 3), the second IMC layer forms and grows by a reaction that is
governed by Eq. (2-1d). It causes the thickness (y) of the second IMC layer to increase by the amount (dy_{A_{3}}).

In each partial chemical reaction of Eq. (2-1), two steps have to take place. One is the diffusion of atoms, and the second is the subsequent chemical reaction. Therefore, the time (dt) required for increasing the thickness of any IMC layer, e.g. by amount dx, is the sum of the time of diffusion of the atoms of one of the components, through its bulk or other IMC layer, to the reaction site (dt_{dif}) and the time of their subsequent chemical reaction with the surface atoms (dt_{chem}). Therefore, following equations corresponding to Eq. (2-1) can be written:

\[ dt = dt_{\text{dif}}^{B \rightarrow A_{p}B_{q}} + dt_{\text{chem}}^{B \rightarrow A_{p}B_{q}} \]  

(2-2a)

\[ dt = dt_{\text{dif}}^{A \rightarrow A_{p}B_{q}} + dt_{\text{chem}}^{A \rightarrow A_{p}B_{q}} \]  

(2-2b)

\[ dt = dt_{\text{dif}}^{B \rightarrow A_{r}B_{s}} + dt_{\text{chem}}^{B \rightarrow A_{r}B_{s}} \]  

(2-2c)

\[ dt = dt_{\text{dif}}^{A \rightarrow A_{t}B_{s}} + dt_{\text{chem}}^{A \rightarrow A_{t}B_{s}} \]  

(2-2d)

It was assumed that the time of diffusion of atoms (dt_{dif}) is directly proportional to both the change in the thickness of a layer and its existing total thickness [36]. Furthermore, it was assumed that the time of chemical reaction (dt_{chem}) is directly proportional to the change in the layer thickness and independent of its current thickness [36]. These assumptions were used earlier by Dybkov [36] and found to be valid assumptions. Implementation of the assumptions in the following equations:

\[ dt = \left( \frac{x}{k_{1B_{1}}} + \frac{1}{k_{0B_{1}}} \right) dx_{B_{1}} \]  

(2-3a)
\[
\begin{align*}
\frac{dA}{dt} &= \left( \frac{x}{k_{1A2}} + \frac{1}{k_{0A2}} \right)dx_{A2} \quad (2-3b) \\
\frac{dA}{dt} &= \left( \frac{y}{k_{1B2}} + \frac{1}{k_{0B2}} \right)dy_{B2} \quad (2-3c) \\
\frac{dA}{dt} &= \left( \frac{z}{k_{1As}} + \frac{1}{k_{0As}} \right)dy_{A3} \quad (2-3d)
\end{align*}
\]

The first term in these expressions is the contribution of diffusion while the second term indicates the contribution of chemical reaction. \(k\) in these equations denotes the rate constant. The first subscript, 1 or 0, indicates diffusion or chemical reaction respectively, the second subscript, A or B, indicates the diffusing elements, and the third subscript, 1, 2, or 3, shows the interface at which the reaction occurs. \(k'\) is also a converted form of the rate constant for the chemical reactions of Eq. (2-1b) or (2-1c) taking into account the amount of atoms required by the chemical reaction. It is given as follows [35-36]:

\[
k'_{1A2} = \frac{sp}{sp-qr}k_{1A2} \quad (2-4)
\]

During the time \((dt)\), the thicknesses of \(A_pB_q\) and \(A_rB_s\) layers will respectively increase by

\[
\begin{align*}
\Delta x &= dx_{B1} + dx_{A2} \quad (2-5a) \\
\Delta y &= dy_{B2} + dy_{A3} \quad (2-5b)
\end{align*}
\]

However, the thickness of the \(A_pB_q\) layer decreases by \(dx\) due to reaction (2-1c) and the thickness of \(A_pB_q\) layer decreases by \((dy.)\) due to reaction (2-1b) as follows:

\[
\begin{align*}
\Delta x &= \frac{rs}{p}dy_{B2} \quad (2-6a) \\
\Delta y &= \frac{q}{rg}dx_{A2} \quad (2-6b)
\end{align*}
\]
where \( g \) is the ratio of the \( A_p B_q \) and \( A_r B_s \) molar volumes. The overall change in thickness of the layers during a time period of \((dt)\) is obtained by combining Eq. (2-5a) and (2-6a) for layer \( A_p B_q \) and Eq. (2-5b) and (2-6b) for \( A_r B_s \) layer.

\[
\begin{align*}
\text{dx} &= \text{dx}_{B_1} + \text{dx}_{A_2} - \text{dx}_- \quad (7a) \\
\text{dy} &= \text{dy}_{B_2} + \text{dy}_{A_3} - \text{dy}_- \quad (7b)
\end{align*}
\]

Substituting Eq. (2-3) and (2-6) into Eq. (2-7), one can obtain the required system of equations that describes the growth rates in the thickness of IMC layers [37]:

\[
\frac{dx}{dt} = \frac{k_{B_1} + k_{A_2}}{1 + \frac{k_{B_1}^2}{k_{A_2}}} - \frac{rg}{p} \cdot \frac{k_{B_2}^2}{k_{A_2}} \quad (2-8a)
\]

\[
\frac{dy}{dt} = \frac{k_{B_2} + k_{A_3}}{1 + \frac{k_{B_2}^2}{k_{A_3}}} - \frac{q}{r} \cdot \frac{k_{A_3}^2}{1 + \frac{k_{B_2}^2}{k_{A_2}}} \quad (2-8b)
\]

The first two terms in these equations represent the rates of growth of an appropriate compound layer at its two interfaces, while the third term reflects the rate of consumption of this layer in the process of formation of an adjacent compound layer.

2.3 The Effect of Layer Dissolution

The melting points of the components of a reaction couple are usually different. Therefore, there is a certain range of temperatures in which one of the components is in the solid state while the other is in the liquid state. If soluble, the solid substance dissolves into the liquid phase. In such a case, the dissolution process affects the growth kinetics of the compound layer(s) at the solid-liquid interface [38-41].

In the case of the under saturated solder melt, the dissolution of the layer formed between liquid A and solid B occurs simultaneously with its growth. The overall change in thickness of the layer
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is therefore the difference between the rate of growth of the layer and the rate of its dissolution [36]. The rate of dissolution is described by the following equation [44-45]:

\[
\frac{dc}{dt} = k_d \frac{S}{v} (c_s - c)
\]  

(2-9a)

or

\[
c = c_s \left[1 - \exp\left(-\frac{S k_d}{v} t\right)\right]
\]  

(2-9b)

where \(c\) is the concentration of the dissolved substance in the bulk of the liquid at time \(t\), \(c_s\) is the solubility of solid element in liquid element at a given temperature, \(k_d\) is the dissolution rate constant, \(S\) is the surface area of the solid in contact with the liquid, and \(v\) is the volume of the liquid.

Equation (2-9) describes the dissolution process in terms of the concentration of the solid element, \(B\), in liquid element, \(A\). To describe the dissolution process in terms of a variation of a linear dimension of a solid specimen (in this case thickness), one needs to use the following equation [36]:

\[
c = \frac{\rho_B S x_{\text{dissolution}}}{v}
\]  

(2-10)

where \(\rho_B\) is the density of the solid substance \(B\) and \(x_{\text{dissolution}}\) is the thickness of the dissolved part of the solid. Substitution of Eq. (2-10) into Eq. (2-9) yields the following expression: [16, 36]

\[
\frac{dx_{\text{dissolution}}}{dt} = \frac{c_s k_d}{\rho_B} \exp\left(-k_d \frac{S t}{v}\right)
\]  

(2-11)
Integrating Eq. 11 gives the following expression:

\[ x_{\text{dissolution}} = \frac{c_s v}{\rho B_S} \left[ 1 - \exp \left( -\frac{k_d s t}{v} \right) \right] \]  

(2-12)

If the compound \( A_pB_q \) is dissolving in the liquid \( A \), then Eq. (2-11) and Eq. (2-12) are modified to take the following forms [36]:

\[ \frac{dx_{\text{dissolution}}}{dt} = \frac{c_s k_d}{\rho A_p B_q \varphi} \exp(-at) \]  

(2-13)

\[ x_{\text{dissolution}} = b_o [1 - \exp(-at)] \]  

(2-14)

where \( b_o = \frac{c_s v}{\rho A_p B_q \varphi} \varphi = \frac{k_d S}{\nu} \), and \( \varphi \) is the mass fraction of element \( B \) in \( A_pB_q \) compound.

Plugging Eq. (2-13) into Eq. (2-8a) reveals the system of mathematical differential equations that describes the growth kinetics of two compounds under conditions of simultaneous dissolution in liquid phase, \( A \), as follows:

\[ \frac{dx}{dt} = \frac{k_0 B_1}{1 + k_0 B_B x} + \frac{k_0 A_2}{1 + k_0 A_A x} - \frac{rg}{\rho} \frac{k_0 B_2}{1 + k_0 B_B y} - \frac{c_s k_d}{\rho A_p B_q \varphi} \exp(-at) \]  

(2-15)

\[ \frac{dy}{dt} = \frac{k_0 A_3}{1 + k_0 A_A y} + \frac{k_0 A_2}{1 + k_0 A_A y} - \frac{q}{g} \frac{k_0 B_2}{1 + k_0 B_B y} \]  

(2-16)

where the initial condition is:

\[ x = y = 0 \quad \text{at} \quad t = 0 \]  

(2-17)
The solution should take into account the critical values of the thickness for the $A_pB_q$ and $A_rB_s$ compound layers [35]. The critical thickness is the thickness of each layer at which the diffusion time equals the time of chemical reaction [35]. Based on this assumption, Eq. (2-3) could be used to extract the critical values of layer thicknesses as follows:

\[
X^{(B)}_{1/2} = \frac{k_{1B}}{k_{0B1}}
\]

(2-18a)

\[
X^{(A)}_{1/2} = \frac{k_{1A}}{k_{0A1}}
\]

(2-18b)

\[
y^{(B)}_{1/2} = \frac{k'_{0B2}}{k_{1B2}}
\]

(2-18c)

\[
y^{(A)}_{1/2} = \frac{k'_{0A2}}{k_{1A2}}
\]

(2-18d)

The subscript (1/2) indicates that half of the differential time is spent on transporting the atoms (e.g. atoms B or A) to the reaction site, and the other half is spent on further chemical reaction. The superscript letter indicates the element that is being transported to the reaction site. Using these critical values of thickness, the growth mechanism could be chemical-reaction controlled if thicknesses are smaller than the critical thickness values or diffusion-controlled if the thicknesses are greater than the critical values of thickness. The model developed here is utilized to analyze the data of an experiment conducted on Sn-3.5Ag/Cu solder system.

2.4 Experimental Procedure

2.4.1 Specimen Fabrication

This process involved three steps: design of experiment, specimen design, and bond fabrication. The soldering technique selected for use in this study was reflow soldering. An experiment was
designed in which the process time and temperature were varied in multiple levels. Table 2-1 summarizes the process parameters and their levels. The lowest soldering time that has been used during joint fabrication at lower temperatures is 2 minutes. This was because poor joints were formed at lower times.

Table 2-1: Process parameters and their levels used during the fabrication process of specimens.

<table>
<thead>
<tr>
<th>Run</th>
<th>T₁(°C)</th>
<th>Time, (min)</th>
<th>Run</th>
<th>T₂(°C)</th>
<th>Time, (min)</th>
<th>Run</th>
<th>T₃(°C)</th>
<th>Time, (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>260</td>
<td>2</td>
<td>8</td>
<td>310</td>
<td>2</td>
<td>15</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>9</td>
<td>5</td>
<td>15</td>
<td>10</td>
<td>16</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>15</td>
<td>18</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>11</td>
<td>11</td>
<td>10</td>
<td>15</td>
<td>17</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>12</td>
<td>12</td>
<td>15</td>
<td>20</td>
<td>19</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>13</td>
<td>13</td>
<td>90</td>
<td>20</td>
<td>20</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>240</td>
<td>14</td>
<td>14</td>
<td>240</td>
<td>21</td>
<td>21</td>
<td>240</td>
<td></td>
</tr>
</tbody>
</table>

As identified in many studies, most solder joints, and in particular the Sn-3.5Ag/Cu system considered in this study, have two distinctive microstructural features. The first is a eutectic structure consisting of IMC particles such as Ag₃Sn or Cu₆Sn₅ embedded in beta-tin phase. The second is Cu-Sn IMC layer which consists of Cu₆Sn₅ layer at the solder/Cu interface. Under particular conditions, Cu₃Sn could co-exist at Cu₆Sn₅-Cu interface. For this purpose and to fabricate solder bonds containing all possible microstructure features, the process time and temperature were varied over a wide range.

A simple specimen was designed (Figure 2-2) where two layers of Cu substrates were soldered together with Sn-3.5Ag solder alloy.
Figure 2-2: (a) Actual specimen design and (b) Drawing of specimen used in the current study. Bottom and top layers are Cu substrates; the sandwiched (grey) layer is Sn-3.5Ag solder joint. Dimensions are in mm.

The amount of solder alloy was adjusted to produce specimens having joints of about 450 µm in thickness. Four bonds were fabricated for each experimental run which gives 84 specimens for 21 runs in total. To fabricate the bonds, the Cu substrates were first prepared. This involved polishing the Cu surfaces up to 1200 grit SiC using standard methods followed by cleaning with isopropyl alcohol. Solder paste was then deposited on the cleaned surface. An activation agent was used to activate the chemical reaction during the soldering process. The two Cu surfaces were then placed in intimate contact in a thermal chamber. Temperature and time were varied based on the design of experiment. After the prescribed amount of time the specimens were cooled to room temperature in air and the bonds were visually inspected to eliminate severely damaged ones.

2.4.2 Microstructure Characterization and Thickness Measurements of IMCs

After the samples were fabricated, regular mounting and polishing procedures were used to prepare metallographic cross-sections for characterization of the interfacial microstructures. A JEOL JSM 7000F scanning electron microscope (SEM) using a backscatter electron signal was employed to view the polished samples and observe and analyze their microstructural features.
The IMC formed between the bulk solder and the Cu substrates was identified using an energy-dispersive X-ray spectroscopy (EDX) microanalysis system installed on the SEM. An image analysis method was used to post process the SEM images and measure the IMC and bond-thicknesses.

Figure 2-3: (a) SEM image transferred to (b) a binary image, and (c) a graph shows total area and the length of IMC layer.

The post processing steps include [28, 55]: (1) enhance the grey-level SEM image of 1280x1024 pixels to clarify the interfaces between the different phase layers, (2) produce a binary image from the enhanced image using a suitable threshold to extract the specific layer of the IMC from the others as shown in Figure 2-3(b), (3) calculate the areas of the extracted layer after calibrating the image to a known dimension, e.g. the scale on the SEM image, (4) divide the area by the length of the image, Figure 2-3(c), to get the average thickness as follows:

\[ l_j = \frac{A_j}{w_j} \]  

(2-19)
$l_i$ is the average thickness of the layer $i$ ($i = 1$ for Cu$_6$Sn$_5$ IMC phase or $i = 2$ for Cu$_3$Sn IMC phase), $A_i$ and $w_i$ are the area of the layer and width of the SEM image respectively. The total thickness $l$ of the IMC layer is obtained by summing the thickness of the existing IMC phases.

2.5 Results

2.5.1 Interfacial Microstructure

A continuous and bilayer of scalloped $\eta$-phase Cu$_6$Sn$_5$ adjacent to the solder and $\varepsilon$-phase Cu$_3$Sn adjacent to the Cu substrate were observed in all the SEM images. To compare the effect of soldering time, SEM micrographs of the bonds fabricated at soldering temperature of 310 °C for bond durations from 2 minutes to 240 minutes are shown in Figure 2-4. As soldering time increases, the thickness of both layers of IMC increases. The temperature effect at two different times is illustrated in Figure 2-5.
Figure 2-4: SEM backscattered electron images illustrating the microstructure of Sn-3.5Ag/Cu solder joints fabricated at 310 °C for various soldering times.
The two phases of IMC are common to all samples soldered for the designated soldering time and temperatures applied in this study. In addition to the η and ε IMC layers located at solder/substrate interface, isolated IMC phase precipitates are observed inside the solder bulk. Also, in Figure 2-5, it was noticed that the thickness of IMC phases show a monotonic increase in thickness as temperature increase. As can be seen from Figure 2-4 and Figure 2-5, the thickness of the Cu₆Sn₅ IMC layer is always larger and less uniform than the thickness of the Cu₅Sn IMC layer. In addition, it is observed that the Cu₅Sn/Cu and Cu₆Sn₅/Cu₅Sn interfaces in

Figure 2-5: Effect of temperature illustrated at two different times, 5 and 20 minutes. SEM backscattered electron images illustrating the microstructure of Sn-3.5Ag/Cu solder joints.
all soldered samples show a slightly wavy interface, see Figure 2-4 and Figure 2-5. The chemical compositions of the IMC phases are presented in Figure 2-6 as identified by means of EDX analysis which confirmed the distinguish between the phases based on the gray level in backscattered SEM micrographs. Figure 2-6(a) confirms that the IMC layer adjacent to Cu substrate is indeed Cu₃Sn IMC which was distinguished from the other IMC by its gray level. Figure 2-6(b) shows the composition of Cu₆Sn₅ which is always adjacent to the bulk solder.

![Figure 2-6: EDX analysis indicating the presence of Cu₃Sn (a) and Cu₆Sn₅ (b) IMCs in Sn-3.5Ag/Cu solder joints.](image)

### 2.5.2 IMC Growth

Average thicknesses of Cu₆Sn₅, Cu₃Sn, and total IMC layers are plotted against bonding time and are shown in Figure 2-7. As can be seen in Figure 2-7(a), the values of average thicknesses of Cu₆Sn₅ interfacial IMC layer were found to monotonically increase following a parabolic law with the soldering time at each bonding temperature. Figure 2-7(b) shows the thickness growth-time relationship for Cu₃Sn IMC layer. It is clear that higher growth rate is obtained at higher bonding temperature. The mean thickness values of interfacial IMC layers were found to increase with the soldering time. Comparing the curves visually, it is clear that growth rate is faster for higher soldering temperatures. The total IMC thickness at highest temperature and longest time is more than 35 µm.
Figure 2-7: Average thickness of (a) Cu$_6$Sn$_5$, (b) Cu$_3$Sn, and (c) total IMC layers as a function of soldering time at different temperatures.

The effect of bonding temperature on the growth rate of IMC layers is shown in Figure 2-8.
Figure 2-8: Effect of bonding temperature on the growth rate of Cu₆Sn₅ (a) Cu₃Sn (b), and total IMC (c) layers.
Figure 2-8(a) shows the change in thickness of Cu$_6$Sn$_5$ IMC layer while Figure 2-8(b) and Figure 2-8(c) show the change of thickness versus bonding temperature at constant times for Cu$_3$Sn and total IMC layers, respectively. As can be seen, the mean thickness values of interfacial IMC layers were found to linearly increase with increasing bonding temperature. A comparison between the slopes of the lines at different times shows that the effect of temperature is more pronounced in longer soldering times. This effect is observed in both Cu$_6$Sn$_5$ and Cu$_3$Sn.

2.6 Discussion

2.6.1 Kinetics of Interfacial Reactions

Generally, the thickness of the IMC layer formed during the soldering process is expressed by the simple parabolic equation:

$$l_i = k_i t^n$$  \hspace{1cm} (2-20)

where $k_i$ is the IMC growth rate constant of the appropriate species in the joint, $n$ is the time exponent, and $t$ is the reaction time. Considerable literature [17-25] is available about solid-state growth of IMC in solder joints in which Eq.(2-20) has been shown to nicely fit the experimental results when a time exponent of 0.5 is used. In such a growth state, it is assumed that the rate controlling process in IMC growth is diffusion during the aging process. In molten solders, different time exponent values have been obtained, ($n = 0.21-0.90$), from experimental results using regression analysis [27-30]. When Eq.(2-20) is applied on the current experimental data, the following time exponents were obtained: 0.23, 0.37, and 0.25 for growth of Cu$_6$Sn$_5$, Cu$_3$S, and total IMC, respectively. This model, however, does not consider the complex physics in the case of molten solder. Therefore, the growth behavior of IMC layers are also modeled using Dybkov's model.
To successfully use Dybkov's model a few assumptions are made. First, it is assumed that the interfacial reactions which occur at the two Sn-3.5Ag solder/Cu boundaries (at top and bottom Cu layers) are identical. Therefore, half of the sample thickness is considered for IMC growth measurement and modeling. Furthermore, the original thickness of the bulk solder is unknown and is calculated from the remaining thickness of the bulk solder, the formed Cu$_6$Sn$_5$, and Cu$_3$Sn layers as follows [16]:

$$l_{\text{SnAg,original}} = l_{\text{SnAg, residual}} + l_{\text{Sn, consumed}}$$  \hspace{1cm} (2-21)

where $l_{\text{SnAg,original}}$ is the half thickness of the original solder layer, $l_{\text{SnAg, residual}}$ is the half thickness of the remaining solder layer, and $l_{\text{Sn, consumed}}$ is the half thickness of the tin consumed in forming Cu$_6$Sn$_5$, and Cu$_3$Sn layers, and is found by following equation [16]:

$$l_{\text{Sn, consumed}} = \frac{P_{\text{Cu}_6\text{Sn}_5}M_{\text{Cu}_6\text{Sn}_5}l_{\text{Cu}_6\text{Sn}_5}}{P_{\text{Sn}}M_{\text{Cu}_6\text{Sn}_5}} + \frac{P_{\text{Cu}_3\text{Sn}}M_{\text{Cu}_3\text{Sn}}l_{\text{Cu}_3\text{Sn}}}{P_{\text{Sn}}M_{\text{Cu}_3\text{Sn}}}$$ \hspace{1cm} (2-22)

where $l_{\text{Cu}_6\text{Sn}_5}$ and $l_{\text{Cu}_3\text{Sn}}$ are the measured average thicknesses of the Cu$_6$Sn$_5$ and Cu$_3$Sn layers in each sample, and $P$ and $M$ with subscripts Sn, Cu$_6$Sn$_5$, and Cu$_3$Sn are the corresponding densities and molar weights, respectively.

Finally, the effect of the simultaneous dissolution of Cu$_6$Sn$_5$ IMC layer and the change of Cu concentration in the molten solder on the kinetics of the interfacial reaction is specified based on Eq.(2-9b) of Section 2.1. The dissolution rate constants, the solubility of Cu in molten solders at different temperatures, and density of Cu, Sn and Cu$_6$Sn$_5$ are presented in Table 2-2 [16, 44].

When the right values for the constants are substituted from Table 2-2 into Eq.(2-9b), the time required for the molten solder to saturate with Cu for each bonding temperature can be determined. Based on this equation, saturation times of 4, 3, and 2 minutes are found for the temperatures of 260, 310, and 360 °C, respectively. Based on these times, it was assumed that the
dissolution effect is negligible after 5 minutes. Using these assumptions, the interfacial reaction is described using Eqs.(2-15) and (2-16).

Table 2-2: Cu dissolution rate, Cu solubility limit, and IMC phase density.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>k_d, (m/sec.) [44]</th>
<th>c_s, (wt. %Cu), [44]</th>
<th>ρ, kg/m³ [16]</th>
</tr>
</thead>
<tbody>
<tr>
<td>260</td>
<td>8.21E-6</td>
<td>1.60</td>
<td>8.94</td>
</tr>
<tr>
<td>310</td>
<td>1.09E-5</td>
<td>3.025</td>
<td>7.29</td>
</tr>
<tr>
<td>360</td>
<td>1.39E-5</td>
<td>5.19</td>
<td>8.28</td>
</tr>
</tbody>
</table>

According to literature, the chemical reaction-controlled (linear) growth kinetics are observed with thin compound layers up to about 500-600 nm and diffusion-controlled (parabolic) growth are characteristic of much thicker compound layers (1 µm or more) [38-39]. The time-thickness relationship is linear when chemical reaction-controlled and it is parabolic in the diffusion-controlled stage. It was assumed that the time for chemical reaction to take place is directly proportional to the change in the layer thickness while the time for diffusion of atoms is directly proportional to both the change in layer thickness and its existing thickness. Therefore, if IMC growth is under pure chemical reaction mechanism, the partial differential equations describe the growth behavior will be function of change in thickness. Their solution will be first order in layer thickness. In case of a pure diffusion control condition, the partial differential equations governing IMC growth will be function in the change in thickness and the current thickness. Any solution will be second-order in layer thickness. These assumptions have been validated in [36]. The smallest thickness of Cu₆Sn₅ (seen in Figure 2-7(a)) is beyond 600nm. As a result we assume that Cu₆Sn₅ IMC layer must have formed under diffusion-controlled mechanism. On the other hand, in several cases Cu₃Sn IMC layer thickness was found to be lower than 600nm (refer to Figure 2-7(b)). These cases occur in soldering times smaller than 10 minutes. Therefore, chemical reaction-growth kinetics might be active during IMC formation during this designated
range of bonding time. As it will be shown in the following sections, this assumption is found to give suitable prediction of growth of Cu3Sn IMC layer using Dybkov’s model.

For the soldering times between 1-10 minutes, the highest values of thickness obtained for Cu3Sn IMC layer was about 650 nm at a bonding temperature of 260 °C. Therefore, the formation of the compound is believed to be under chemical reaction-controlled mechanisms. For the bonding temperatures of 310 and 360 °C, the values of thickness for Cu3Sn IMC layer are close to or greater than 1 µm, thus, the growth is believed to be diffusion-controlled.

Based on these assumptions, IMC thickness growth experiments are divided into two groups: one group is in which the growth of one IMC layer (e.g. Cu3Sn layer) is under the chemical reaction mechanism while the other layer (e.g. Cu6Sn5 (layer) is under diffusion mechanism. It includes the experimental data obtained during bonding times from 1-10 minutes for 260°C. The other group is when both IMC layers are under diffusion-controlled growth kinetics. It includes the experimental data obtained for bonding times greater than 10 minutes. Therefore, the system of differential equation (Eqs.(2-15) and (2-16)) that describes the growth kinetics of IMCs is simplified according to mechanisms that are active during the interfacial reaction.

2.6.2 Combined Chemical Reaction- and Diffusion-Controlled (Paralinear) Growth of the IMC Layers

This condition is for IMC growth time under 10 minutes for bonding temperature of 260°C.

Under this condition, it is assumed that all the A atoms passing across the \( A_pB_q \) layer are combined into \( A_pB_q \) compound at interface (2’-2) according to reaction (2-1b). The thicker the \( A,B_s \) layer, the greater is the deficit of A atoms. This halts the growth of the \( A,B_s \) layer due to diffusion of component A. Therefore, reaction (2-1d) ceases to occur. As a result \( A,B_s \) grows only at the expanse of component B which means that the second term in Eq.(2-16) has no
physical meaning and it should be omitted. This assumption and the resulting governing equations are expressed below:

\[ x \gg x^{(B)}_{1/2}, x \gg y^{(A)}_{1/2}, \text{and } y \ll y^{(B)}_{1/2} \]  

(2-23)

This can be transformed into the following inequality:

\[ k_{0B1} \gg k_{1B1}', \frac{k_{0A2}'}{x}, k_{0A2}' \gg k_{1A2}', \text{and } k_{0B2}' \ll \frac{k_{1B2}'}{y} \]  

(2-24)

Then, the system of Eqs.2-15 and 2-16 is simplified into

\[ \frac{dx}{dt} = \frac{k_{1B1} + k_{1A2}'}{x} \exp(-at) \]  

(2-25a)

\[ \frac{dy}{dt} = k_{0B2}' - \frac{a}{sg} k_{1A2}' \]  

(2-25b)

If A is Sn and B is Cu, then \( A_p B_q \) is \( Cu_6Sn_5 \) and \( A_r B_s \) is \( Cu_3Sn \). Therefore, \( p = 5 \), \( q = 6 \), \( r = 1 \), and \( s = 3 \). Since \( k_{1B1} \) and \( k_{1A2}' \) are diffusion rate constants of the \( Cu_6Sn_5 \) layer by Cu and Sn diffusion, respectively, they are given the following combined name, \( k_{Cu_6Sn_5}^{\text{diff}} \). Since \( Cu_3Sn \) only forms and grows by reaction (2-1c) under chemical reaction controlled conditions by Cu diffusion, the growth rate constant under chemical reaction condition is \( k_{0B2}' \) which for simplicity we rename it to \( k_{Cu_6Sn_5}^{\text{chem}} \). The system of Eqs.(2-25) is stated in the following form:

\[ \frac{dx}{dt} = \frac{1}{x} k_{Cu_6Sn_5}^{\text{diff}} \exp(-at) \]  

(2-26a)

\[ \frac{dy}{dt} = k_{Cu_6Sn_5}^{\text{chem}} - \frac{a}{sg} x k_{Cu_6Sn_5}^{\text{diff}} \]  

(2-26b)

The unknown quantities in Eqs.(2-26a) and (2-26b) are the growth rate constants \( k_{Cu_6Sn_5}^{\text{diff}} \) and \( k_{Cu_6Sn_5}^{\text{chem}} \). Eq.(2-26a) is uncoupled and its solution could be obtained through application of standard methods.
2.6.3 Diffusional Growth of the IMC Layers

Thickening of the layers with increasing interaction time of the initial substances A and B leads to a change in the regimes of their growth. At higher thicknesses, greater than the critical values of thicknesses, the regime of growth of the $A_pB_q$ and $A_rB_s$ layers is diffusion controlled with regard to both components A and B.

\[
x \gg x_{1/2}^{(B)} \quad \text{and} \quad x \gg x_{1/2}^{(A)}
\]

\[
y \gg y_{1/2}^{(B)} \quad \text{and} \quad y \gg y_{1/2}^{(A)}
\]

(2-27a)

(2-27b)

Consequently, the growth of both layers is due to reactions (2-1b) and (2-1c) taking place at interface 2 whereas reactions (2-1a) and (2-1d) cannot proceed at all because there are no excess diffusing B and A atoms [36]. As a result, the first term in Eq.(2-15) and the second term in Eq.(2-16) lose their physical meaning and are omitted. Simplifying the equations and renaming the diffusion rate constant of $Cu_6Sn_5$ growth $k_{1A2}'$ and the diffusion rate constant of $Cu_3Sn$ growth, $k_{1B2}'$, $k_{Cu_6Sn_5}^{diff}$ and $k_{Cu_3Sn}^{diff}$ respectively we reached the following system of equations:

\[
\frac{dx}{dt} = \frac{1}{x} k_{Cu_6Sn_5}^{diff} - \frac{1}{p} \frac{1}{y} k_{Cu_3Sn}^{diff} - \frac{c_{k_d}}{p_{ApBq} \Phi} \exp(-at)
\]

(2-28a)

\[
\frac{dy}{dt} = \frac{1}{y} k_{Cu_3Sn}^{diff} - \frac{1}{q} \frac{1}{x} k_{Cu_6Sn_5}^{diff}
\]

(2-28b)

Fitting the experimental data designated for diffusion stage to the system of Eq.(2-28), the diffusion-growth rate constants $k_{Cu_6Sn_5}^{diff}$ and $k_{Cu_3Sn}^{diff}$ for $Cu_6Sn_5$ and $Cu_3Sn$ IMC layers are obtained. Table 2-3 shows the values for all the rate constants obtained using this approach and implementing the experiment results.

Table 2-3: Kinetics constants of IMC diffusional growth in Sn-3.5Ag/Cu solder system

<table>
<thead>
<tr>
<th>Temp. °C</th>
<th>Chemical-reaction stage</th>
<th>Diffusion stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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The predicted values of thickness for both IMC layers at 260, 310, and 360 °C are displayed using this modeling approach are compared with experimental results in Figure 2-9, Figure 2-10, and Figure 2-11.

<table>
<thead>
<tr>
<th></th>
<th>Cu₃Sn</th>
<th>kₕdiff, m²/sec</th>
<th>Qₕdiff, KJ/mol.</th>
<th>Cu₆Sn₅</th>
<th>Cu₃Sn</th>
</tr>
</thead>
<tbody>
<tr>
<td>kchem, m/sec</td>
<td>Qchem, KJ/mol.</td>
<td>Cu₆Sn₅</td>
<td>Cu₃Sn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>260 °C</td>
<td>3.81E-10</td>
<td>2.44E-14</td>
<td>41.98</td>
<td>2.73E-15</td>
<td>50.10</td>
</tr>
<tr>
<td>310 °C</td>
<td>4.83E-10</td>
<td>3.50E-14</td>
<td>1.23E-13</td>
<td>5.31E-15</td>
<td>1.65E-14</td>
</tr>
<tr>
<td>360 °C</td>
<td>8.01E-10</td>
<td>1.23E-13</td>
<td>1.65E-14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2-9: Comparison of the thicknesses predicted by Dybkov’s model with experimental results of the Cu₆Sn₅ IMC layer in samples prepared at 260, 310, and 360 °C.
Figure 2-10: Comparison of the thicknesses predicted by Dybkov’s model with experimental results of the Cu₃Sn IMC layer in samples prepared at 260, 310, and 360 °C.

Figure 2-11: Comparison of the thicknesses predicted by Dybkov model with experimental results of the formed Cu₃Sn IMC layer.

The temperature dependency of the extracted values of $k_{\text{chem}}$ and $k_{\text{diff}}$ in both growth stages is further exploited using the Arrhenius relationship to determine the activation energies for the growth of Cu₆Sn₅ and Cu₃Sn IMC layers using the following equations:

$$k_{\text{chem}} = k_{0_{\text{chem}}} \exp\left(-\frac{Q_{\text{chem}}}{RT}\right)$$ (2-29a)
\[ k_{\text{diff}} = k^*_{\text{diff}} \exp\left(-\frac{Q_{\text{diff}}}{RT}\right) \]  

(2-29b)

where \( k_o \) is the layer growth constant, \( Q \) is the activation energy, \( R \) is the gas constant (8.314 J/mol-K), and \( T \) is the soldering temperature (absolute units). The activation energies were calculated from the slope of the Arrhenius plot using a linear regression model.

Figure 2-12 shows the Arrhenius plots for the growth of IMC layers. Figure 2-12(a) shows the energy plot for Cu$_3$Sn IMC layer during the chemical reaction-controlled stage while Figure 2-12(b) shows the Arrhenius plot for the growth of Cu$_6$Sn$_5$ and Cu$_3$Sn IMC layers during diffusion-controlled growth stage. The apparent activation energies calculated for the growth of Cu$_3$Sn IMC layer during the chemical reaction stage and for the growth of Cu$_6$Sn$_5$ and Cu$_3$Sn IMC layers during the diffusion stage are listed in Table 2-3 and also compared with the data from previous works in Table 2-4. Table 2-3 lists for the first time the activation energy for the growth of Cu$_3$Sn IMC layer, which is 20.59 (kJ/mol), during the chemical reaction-controlled growth stage in Sn-3.5Ag/Cu soldering system.
Figure 2-12: Arrhenius plot of growth rate constants (a) for Cu$_3$Sn IMC layer during chemical reaction-controlled growth and (b) for Cu$_6$Sn$_5$ and Cu$_3$Sn IMC layers during diffusion-controlled growth.
Table 2-4: Kinetics rate constants and activation energies of diffusional IMCs growth from different references.

<table>
<thead>
<tr>
<th>Solder/substrate</th>
<th>Preparation method</th>
<th>Reaction temperature (°C)</th>
<th>Reaction time</th>
<th>IMC layer</th>
<th>Activation energy Q (kJ/mol.)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn-3.5Ag/Cu</td>
<td>Sandwich type</td>
<td>260-360</td>
<td>20-240 min.</td>
<td>Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>41.98 50.10</td>
<td>Current study, Dybkov model</td>
</tr>
<tr>
<td>Sn-3.5Ag/Cu</td>
<td>Sandwich type</td>
<td>260-360</td>
<td>20-240 min.</td>
<td>Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>30.10 68.71</td>
<td>Current study, Curve fit method</td>
</tr>
<tr>
<td>Cu/Sn/Cu</td>
<td>Solid-liquid interdiffusion (SoLID)</td>
<td>260-360</td>
<td>Up to 340</td>
<td>Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>19.72±13.1 84.59±25.84</td>
<td>Li, et al 2011</td>
</tr>
<tr>
<td>Sn-3.5Ag/Cu</td>
<td>Spreading</td>
<td>70-200</td>
<td>0-60 days</td>
<td>Total Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>65.4 55.4 75.7</td>
<td>Yoon, et al 2003</td>
</tr>
<tr>
<td>SAC(355)/Cu</td>
<td>Dipping method</td>
<td>120-180</td>
<td>Up to 2000 hr.</td>
<td>Total Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>79.42 69.42 91.88</td>
<td>Kim, et al 2010</td>
</tr>
<tr>
<td>SAC(355)/Cu-Zn</td>
<td></td>
<td></td>
<td></td>
<td>Cu$_6$Sn$_5$</td>
<td>96.61</td>
<td></td>
</tr>
<tr>
<td>Sn-3.5Ag/Cu</td>
<td>Sandwich type</td>
<td>110-208</td>
<td>0-32 days</td>
<td>Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>107.1 70.41</td>
<td>Flanders, et al 1997</td>
</tr>
<tr>
<td>Sn-5Bi/Cu</td>
<td>Spreading</td>
<td>70-200</td>
<td>0-30 days</td>
<td>Total Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>107.1 98.35 90.5</td>
<td>Yoon, et al 2003</td>
</tr>
<tr>
<td>Sn-Cu</td>
<td>Spreading</td>
<td>150-227</td>
<td></td>
<td>Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>102±5.94 50.7±3.59</td>
<td>Mattafirri, et al 2003</td>
</tr>
<tr>
<td>Cu-Sn</td>
<td>electroplating</td>
<td>100-225</td>
<td>0.5-5 hr.</td>
<td>Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>41.4 90.4</td>
<td></td>
</tr>
<tr>
<td>Sn-Cu</td>
<td>Sandwich type</td>
<td>250-325</td>
<td>0.5-4000 min</td>
<td>Total Cu$_6$Sn$_5$ Cu$_3$Sn</td>
<td>17.5 13.4 29.2</td>
<td>Gagliano, et al 2003</td>
</tr>
</tbody>
</table>

The activation energy for the growth of Cu$_6$Sn$_5$ during diffusion-controlled growth stage is 41.98 (kJ/mol). It is clearly different from 30.25 (kJ/mol) which was obtained by curve fitting method for the current experimental data because power law method does not account for the interaction between the growth of Cu$_6$Sn$_5$ and Cu$_3$Sn. However, it is in agreement with values reported in
literature [17, 57]. The activation energy for the growth of Cu₃Sn during diffusion-controlled growth stage is 50.10 (kJ/mol). It is clear that the value is lower than 68.71 (kJ/mol) which is obtained by curve fitting method in the current study. The main reason is the curve fitting method models each IMC’s growth independent of the others, but it is within the range of values reported in literature [58].

The discrepancy among the activation energies, as shown in Table 4, is due to the differences in the type of soldering alloy, diffusion couple method, soldering temperature and time ranges, and the analytical approach used in extracting the kinetics constants.

2.7 Conclusions

The growth kinetics of IMC compound layers formed between Sn-3.5Ag/Cu soldering system were examined at temperatures between 260-360 °C and different bonding times from 1 to 240 minutes. The results reveal the following conclusions:

- The IMC compound layer was composed of two phases: η-phase (Cu₆Sn₅) adjacent to the solder matrix and ε-phase (Cu₃Sn) adjacent to the Cu substrate.

- The thicknesses of the η and ε IMC phases increase with increasing the bonding time and temperature. The effect of temperature is found to be more pronounced for longer bonding times. The increase in IMC layer thickness during the soldering process was found to obey a parabolic relationship with time. This indicates that the formation of the IMC compound layer is mainly controlled by the volume diffusion mechanism.

- For the first time, the apparent activation energy for the growth of ε-(Cu₃Sn) IMC phase during chemical reaction-controlled growth stage is reported in this study as 20.59 (KJ/mol). The apparent activation energies calculated for the growth of η- (Cu₆Sn₅) and ε-(Cu₃Sn) IMC phases
during diffusion-controlled growth stage are 41.98 and 50.10 (kJ/mol), respectively. The values slightly differ from literature where a simple power-law fit is used in extracting those quantities which do not explicitly incorporate the interaction between the different IMCs growth behavior. In the current study, the activation energies are calculated based on Dybkov’s model in which the net growth rate of any IMC phase is a result of its net growth due in particular to the chemical reaction and the consumption of one IMC phase in forming the other IMC phase. The values obtained in the current study are still within the scope of the literature values.
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Chapter 3: Effect of Joint Size on Microstructure and Growth Kinetics of Intermetallic Compounds in Solid-Liquid Interdiffusion Sn-3.5Ag/Cu-Substrate Solder Joints

Abstract

The effect of joint size on the interfacial reaction in Sn3.5Ag/Cu-substrate soldering system was examined. An experiment was conducted in which parameters such as bonding time, temperature, and pressure were varied at multiple levels. Morphology and thickness of all intermetallic compounds were analyzed using scanning electron microscopy (SEM) and energy-dispersive x-ray spectroscopy (EDX) techniques. Examination of microstructures of solder joints of different sizes revealed that the size of the solder joint has no effect on the type of intermetallic compounds formed during the process. It was found that joint size affected the thickness of intermetallic layers significantly. Cu₃Sn Intermetallic layers formed in the solder joints of smaller size were found to be thicker than those in the solder joints of larger size. In all specimen sizes, the increase in the thickness of Cu₃Sn intermetallic layers with soldering time was found to obey a parabolic relationship. Also, for the cases when eutectic solder is available in the joints similar soldering time and temperature dependency were found for Cu₆Sn₅ IMC phase. The intermetallic growth of Cu₃Sn phase was under volume-diffusion controlled mechanism. Growth rate constants and activation energies of intermetallic layers were also reported for different joint thicknesses. Furthermore, the growth rate constants and activation energies of Cu₃Sn intermetallic layer were found to increase with the reduction in the size of the joints.
**Key words**: size effect, Sn-3.5Ag solders, interfacial reaction, kinetics of intermetallic growth.

3.1 **Introduction**
Solder alloys and soldering processes are used extensively in electronic assemblies. Traditionally, eutectic or near-eutectic Sn-Pb alloys have been the most widely-used solders for electronic packaging [1-2]. However, due to legal and technological factors that press for alternative soldering materials, Pb-free solder material is replacing the traditional Sn-Pb solders. The binary and ternary alloys based on the Sn-Cu and Sn-Ag alloy systems are leading candidates in near-eutectic and alloyed forms.

The demand for higher and faster functionality in electronic products has pushed the electronic industry sector towards developing more advanced types of packaging such as three-dimensional integrated circuits (3D-ICs) and wafer-level packaging (WLP). This has resulted in miniaturized interconnects and new processes proposed to fabricate these interconnects. It is well-known that when one of the components’ dimensions approaches a characteristic size of the material’s microstructure, mechanical size effects occur [3]. Interconnects are considered examples of components which have three small dimensions on the same order of magnitude as the microstructural length scales of their respective materials. The microstructural and structural size effects are expected to have significant impact on the mechanical behavior of such interconnects. Furthermore, new joining technologies are required to fabricate these miniaturized interconnects. One method is solid-liquid interdiffusion (SoLID) technique. SoLID soldering method is one of the potential bonding techniques that are compatible with modern advanced packages such as 3D-ICs and WLP. In this technique, a small amount of low melting temperature material such as solder alloy is deposited on a high melting temperature material such as Cu. During the bonding process, a pair of doubly-deposited materials are placed in contact and heated to a temperature above the melting point of the low-melting material. Pressure may be used to achieve a smoother
bond, improve the contact surface, and remove defects such as voids. Upon melting, phase transformation of the liquid component to a high-melting material intermetallic (IMC) compound takes place at the contact interface. IMC is required for successful bonding and possesses the desired high temperature and mechanical stabilities. The formation, growth, morphology, and thickness of an IMC layer is a critical issue for the reliability of solder joints and, therefore, the integrity of the entire electronic package [4]. In a case of a very small joint, the whole joint may consist of only IMCs [5].

A number of studies have been conducted to explore the SoLID process. Bernstein [6] and Bernstein and Batholomew [7] demonstrated the feasibility of using SoLID bonding at low-temperature processing conditions to produce high-temperature bonds which can be used in semiconductor and non-semiconductor brazing and bonding applications. Roman and Eager [8] investigated SoLID bonding of Ag, Au, and Cu base materials using a variety of commercial solder alloys. Bonds as strong as or stronger than the ones obtained by conventional soldering techniques were formed. Li et. al [9-11] investigated the kinetics of the interfacial reaction in a variety of SoLID solder alloy/substrate systems at different bonding temperatures and times. They found that microstructural features and growth kinetics of IMCs formed by SoLID were significantly different from those formed by conventional soldering process.

Other studies were carried out to address the effect of process parameters on the reliability and integrity of the solder joints. Ladani and Razmi [12-13] implemented a full-factorial experiment on the SoLID soldering process to investigate the effect of process parameters such as time, temperature, and pressure on the bond strength and microstructure of Sn-3.5Ag/Cu solder system. It was found that bonding temperature was the most influential factor on the bond strength. Bartels et. al [14] investigated IMC phase formation in Sn/Cu SoLID joints.
Microstructural and mechanical characterizations of IMC bonds were performed. It was found that at longer times and higher temperatures, the IMC formation rate increased.

Despite the extensive literature which addresses the growth kinetics of IMCs in SoLID used to join a variety of solder alloy/substrate material systems, there is limited focus on the effect of joint size and geometry on growth kinetics and morphology of the interfacial IMCs presented in small SoLID lead-free solder interconnects. Wu et. al [15] studied the effect of joint thickness on microstructure and tensile properties of Sn-9wt.% Zn/Cu-substrate joint system. It was found that the IMC volume fraction in the joints increased upon decreasing the joint thickness. This was because of the rapid increase of Cu which diffused from substrate into molten solder, within the bulk solder due to decreasing joint thickness. Wiese and Wolter [16] and Wiese et. al [17] analyzed the microstructure of SnAgCu/Cu and Sn-3.5Ag/Cu solder systems. It was found that the microstructure consisted of larger β-Sn dendrites surrounded by a quasi-eutectic phase when Sn-Ag-Cu solder alloy was used in bulk solder specimen. When the same solder alloy was used in a bond configuration, meaning a smaller amount of solder, smaller grains with a columnar structure were formed [16]. The change in grain size and microstructure morphology was attributed to the size effect which was introduced when the solder was used in bond configuration. Zimprich et. al [18-20] compared the microstructure of solder joints with different sizes. Specimens with gap sizes adjusted between 25 and 850 µm were reflow soldered using Sn-3.5wt.% Ag solder alloy. Larger joints showed coarser microstructures compared to small ones. No quantitative information about the grain size was reported.

Huang et al. [21-22], Kinyanjui et. al [23], and Cho et al. [24], demonstrated the dependency of the solidification process on specimen size and under bump metallurgies (UBM) of Pb-free solder alloys. Decreasing specimen size resulted in rapid solidification of molten alloys because
of the under-cooling phenomenon. Under-cooling has a direct influence on the resulting microstructure of solder joints as well as their mechanical properties. Therefore, the microstructure is directly affected by the joint size. Castro et. al [25] observed a substantial change in the morphology with joint size of three systems of Sn-Pb solder alloys: hypoeutectic, eutectic, and hypereutectic compositions. There was a critical degree of under-cooling at which a transition from lamellar eutectic to anomalous eutectic occurred in Sn-Pb system. The former morphology was a result of rapid solidification, which occurred in small solder joints, while the latter formed due to slow solidification conditions which were associated with large solder joints. Yang et. al [26] addressed the effect of joint size on Sn grain features of Pb-free solder alloy such as number of Sn grains across the joint thickness and grain orientation and distribution. It was found that the number of grains is independent of joint size, aging time, and number of reflows. It was also reported that the Sn grains show highly preferred orientation angles in which the c-axis of the Sn grains tended to be at a small angle with the Cu pads. However, Cong et. al [27] arrived at an opposite conclusion in terms of number of grains across the solder joint thickness. They found that the number of Sn grains across the joint thickness diminished as the joint size decreased.

In the present work, the effect of joint size on the interfacial reaction of Sn-3.5Ag/Cu solder system fabricated using SoLID soldering technique is addressed. In particular, the study compares the effect of size on the resulting interfacial microstructure and morphology. It also carries out a comparison on the growth kinetics of solder joints under the effect of size.
3.2 Experimental Procedure

3.2.1 Specimen Fabrication

Figure 3-1 shows actual images and schematic drawings of the specimens used in this study. Two configurations of specimen design were used. One is a “small-scale specimen” (SS) as shown in Figure 3-1(a). The other configuration is a “large-scale specimen” (LS) and is shown in Figure 3-1(b). As seen in this figure, SS specimen was made of a pair of silicon layers. On the top of each Si-layer, two Cu layers of 15 µm-thick and 1.5 mm-wide were deposited on opposite sides using electron-beam deposition technique. 5 µm-thick Sn-3.5wt.%Ag was then deposited on Cu layers using lift-off procedure. Lift-off technique requires the deposited film thickness to be at least less than one-third of resist depth in order to ensure discontinuity of film, and therefore, a successful lift-off [28]. The LS specimen was made of a pair of (15x5x1) mm Cu layers. A layer of Sn-3.5wt.%Ag solder alloy was manually deposited on Cu layers and sandwiched between the Cu layers during the specimen fabrication. Due to the limited suitability of lift-off technique in producing high-aspect-ratio pattern structures, configuration of LS specimen is different from that for SS specimen. The noticeable difference is the Cu thickness which should not influence the IMC formation during fabrication process as long as Cu layer still has not been consumed totally. The LS fabrication started with polishing the Cu surfaces up to 1200 grit SiC using standard methods followed by cleaning with isopropyl alcohol. Solder paste was then deposited on the cleaned surface. An activation agent was used to activate the chemical reaction during the soldering process. The two Cu surfaces were then placed in intimate contact in the thermal chamber. Bonding temperature and time were varied, and specimens were cooled to room temperature after fabrication.
The joint thicknesses of SS specimens were controlled by applying pressure and are on average about 15 µm (0.55 MPa pressure) and 25 µm (0 MPa pressure) in SS configuration and 450 µm in LS configuration. Table 3-1 summarizes the process parameters and their levels.

As identified in many studies, most solder joints (in particular the Sn3.5Ag/Cu-substrate system considered in this study) have two distinctive microstructural features. The first is a eutectic bulk structure consisting of IMC particles such as Ag₃Sn or Cu₆Sn₅. The second is Cu-Sn IMC layer which consists of Cu₆Sn₅ layer at the solder/Cu interface. Under particular conditions, Cu₃Sn could co-exist at the Cu₆Sn₅-Cu interface. To fabricate solder joints containing all possible microstructural features, the process time and temperature were varied in a wide range as shown in Table 3-1. Four replicas were tested in each run of the experiment. This experiment was conducted on all three specimen sizes.

Table 3-1: Process parameters and their levels used during the fabrication process of specimens.
<table>
<thead>
<tr>
<th>Experiment Run</th>
<th>Temperature, (°C)</th>
<th>Time, (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>260</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>260</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>260</td>
<td>240</td>
</tr>
<tr>
<td>4</td>
<td>310</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>310</td>
<td>90</td>
</tr>
<tr>
<td>6</td>
<td>310</td>
<td>240</td>
</tr>
<tr>
<td>7</td>
<td>360</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>360</td>
<td>90</td>
</tr>
<tr>
<td>9</td>
<td>360</td>
<td>240</td>
</tr>
</tbody>
</table>

### 3.2.2 Microstructure Characterization

Microstructural characterization followed the specimen fabrication. A JEOL JSM 7000F scanning electron microscope (SEM) using a backscatter electron signal was used for microstructural characterization. The IMC layers formed between the bulk solder and the Cu substrates were identified using energy-dispersive X-ray spectroscopy (EDX) microanalysis system installed on the SEM. An image analysis method was used to post process the SEM images and measure the IMC layers and bond thicknesses. A detailed description of how the IMC thickness was determined can be found elsewhere [29].

### 3.3 Results

#### 3.3.1 Interfacial Microstructure

A continuous bilayer of scalloped $\eta$-phase Cu$_6$Sn$_5$ (adjacent to the solder) and $\epsilon$-phase Cu$_3$Sn (adjacent to the Cu substrate) was observed in all the SEM micrographs as shown in Figures 3-2 and 3-3. Figure 3-2 shows SEM micrographs of 25µm-thick (SS2) Sn-3.5Ag solder joints fabricated at three different temperatures and three different soldering times. Similarly, Figure 3-3 shows SEM micrographs of 450µm-thick (LS) Sn-3.5Ag solder joints. The SEM micrographs
of the Sn-3.5Ag solder joints of 15µm-thick (SS1) were similar to those of 25µm-thick (SS2) solder joints and, therefore, were omitted for the sake of brevity.

Figure 3-2: SEM backscattered electron images illustrating the microstructure of Sn-3.5Ag/Cu solder joints of SS2 specimen (25 µm-thick) fabricated at different temperatures for various soldering times.

The two IMC phases, η- and ε-IMC phases, are common in all specimens soldered for the designated soldering time and temperatures applied in this study. In addition to the η- and ε-IMC layers located at solder/substrate interface, isolated IMC phase precipitates such as Cu₆Sn₅ and Ag₃Sn were observed inside the solder bulk.
Figure 3-3: SEM backscattered electron images illustrating the microstructure of Sn-3.5Ag/Cu solder joints of LS specimen (450 µm-thick) fabricated at different temperatures for various times.

The chemical compositions of the IMC phases are presented in Figure 3-4. Figure 3-4(a-bottom) shows the chemical composition of the IMC layer adjacent to the Cu layer that was collected at position (a) in Figure 3-4(a-top). EDX data was used in calculating the mass percentage of each element presented in the layer. It confirms that the IMC layer adjacent to Cu substrate is indeed Cu₃Sn IMC which was distinguished from the other IMC by its gray level. Similarly, Figure 3-4(b-bottom) shows the chemical composition of the IMC layer adjacent to the bulk solder which was collected at position (b) in Figure 3-4(b-top). When mass percentage of each element was calculated using EDX data, it was confirmed that this IMC layer was Cu₆Sn₅ IMC. Figure 3-4(c-
bottom) shows the composition of Ag₃Sn IMC which randomly forms in the bulk solder or within the Cu-Sn IMCs. As seen in Figure 3-4(c-top), the EDX data was collected at position (c). Examination of microstructures of solder joints of different sizes revealed that the size of solder joint has no effect on the types of IMC layers present in the joint.

Examination of microstructures of solder joints of different sizes revealed that the size of solder joint has no effect on the types of IMC layers present in the joint.

<table>
<thead>
<tr>
<th>Element</th>
<th>wt.%</th>
<th>at.%</th>
<th>Element</th>
<th>wt.%</th>
<th>at.%</th>
<th>Element</th>
<th>wt.%</th>
<th>at.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuK</td>
<td>66.38</td>
<td>78.67</td>
<td>CuK</td>
<td>45.58</td>
<td>61.00</td>
<td>AgK</td>
<td>73.37</td>
<td>75.21</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>Total</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 3-4: EDX analysis indicating the presence of (a) Cu₃Sn, (b) Cu₆Sn₅, and (c) Ag₃Sn IMCs in Sn-3.5Ag/Cu solder joints.

### 3.3.2 IMC Growth

Figure 3-5 shows the dependence of growth behavior of IMC layers at different temperatures in different specimens. Figure 3-5(a-c) shows the thickness-time relationship of IMC growth for Cu₆Sn₅ IMC layer while Figure 3-5(d-f) shows the thickness-time relationship of growth of Cu₃Sn IMC layer at three different temperatures in SS1, SS2, and LS specimens. As seen in Figure 3-5(a-c), due to the limited amount of bulk solder in the joint of SS1 specimen, the
thickness of Cu₆Sn₅ IMC layer initially increases to the point when all the bulk solder is consumed and then decreases as time increases.

Figure 3-5a: Comparison of Cu₆Sn₅ IMC growth behavior in different specimen sizes at soldering temperature of 260°C.

Figure 3-5b: Comparison of Cu₆Sn₅ IMC growth behavior in different specimen sizes at soldering temperature of 310°C.
Figure 3-5c: Comparison of Cu₆Sn₅ IMC growth behavior in different specimen sizes at soldering temperature of 360°C.

Figure 3-5d: Comparison of Cu₃Sn IMC growth behavior in different specimen sizes at soldering temperature of 260°C.
This non-monotonic behavior is observed at temperatures of 260°C. However, at higher temperature of 310°C even though the bond contains some bulk solder after it was soldered for 20 min, Cu₆Sn₅ IMC shows decreasing behavior after 90 min soldering time. It is believed that the thickness of Cu₆Sn₅ IMC increases first by consuming the remaining bulk solder and then it decreases due to its consumption in forming Cu₃Sn IMC. Over all, Cu₆Sn₅ IMC shows decreasing trend due to the limited availability of bulk solder, which limits Cu₆Sn₅ IMC
formation, and the growing of Cu$_3$Sn by decomposition of Cu$_6$Sn$_5$ IMC. During soldering temperature of 360°C, the bond is completely filled with Cu$_6$Sn$_5$ even at the shortest time of soldering process. Therefore, the only way that Cu$_3$Sn can grow is with consumption of Cu$_6$Sn$_5$ which results in reduction in thickness of Cu$_6$Sn$_5$.

SS2 specimens show similar trends for IMC growth as for SS1 specimens as shown in Figure 3-5(a-c). Due to the availability of larger amount of bulk solder in SS2 specimen, Cu$_6$Sn$_5$ thickness increases and then decreases as the soldering time proceeds from 20min to 90 min and then to 240 min, during soldering temperature of 260°C. For solder joints fabricated at 310°C and 360°C, Cu$_6$Sn$_5$ IMC thickness only decreases with increasing soldering time. The same figures contain thickness-time relationships for LS specimens. For LS specimens, it has been found that the change in thickness with time nicely fits a power law equation for Cu$_6$Sn$_5$ IMC layer at each soldering temperature.

Figure 3-5(d-f) shows the time-thickness relationships for Cu$_3$Sn IMC layer at different temperatures in different specimens. In all specimens, the thickness of Cu$_3$Sn IMC layer increases as the soldering time and/or temperature increases.

As seen in Figure 3-5(a) for the solder joints made at 260°C, the thickness of Cu$_6$Sn$_5$ IMC layer in the solder joints with thickness of 450 µm increases monotonically with soldering time. At the same temperature, however, the Cu$_6$Sn$_5$ IMC trend is non-monotonic for the 15 and 25 µm-thick joints. Cu$_6$Sn$_5$ IMC shows two different periods; increasing period and decreasing period. It has been noticed that when eutectic solder is still available in the solder joint, Cu$_6$Sn$_5$ IMC shows increasing period. From the other hand, when eutectic solder is missed from the solder joint, Cu$_6$Sn$_5$ IMC shows decreasing trend because Cu$_5$Sn$_5$ IMC has been consumed in forming Cu$_3$Sn IMC. During the increasing period of Cu$_6$Sn$_5$ IMC, it has been noticed that as the thickness of
solder joint decreases, thicker Cu₆Sn₅ IMC was formed. Therefore, the growth behavior of Cu₆Sn₅ IMC layer exhibits strong dependence on the size of the solder joint.

This conclusion is less obvious in the cases where solder joints were fabricated at higher temperatures. During soldering temperatures of 310°C and 360°C, the Cu₆Sn₅ thickness in 450µm solder joints monotonically increases as shown in Figure 3-5(b) and Figure 3-5(c). However, Cu₆Sn₅ IMC layer thickness decreases monotonically in 15µm and 25µm solder joints during soldering temperatures of 310°C and 360°C. As seen from Figure 3-2, bulk solder still exists in the joint during early soldering times, e.g. 20 min, which supplies the Sn element requires for further formation of Cu₆Sn₅ IMC. When the bulk solder is consumed, there is no further formation of Cu₆Sn₅ IMC. Cu₃Sn continues to form by decomposition of Cu₆Sn₅ IMC layer. Therefore, a net reduction in the thickness of Cu₆Sn₅ IMC was observed as soldering time increases in 15µm and 25µm solder joints. In 450 µm, the bulk solder is essentially infinite and lack of Sn supply is not an issue. Therefore, Cu₆Sn₅ IMC layer showed a monotonic increase with time.

In Figure 3-5(d-f), the thickness-time relationships of IMC growth for Cu₃Sn IMC layer at three different temperatures in SS1, SS2, and LS specimens are shown. Clearly, the average thickness of the Cu₃Sn IMC layer increases as the soldering time and temperature increases. It is evident that the thickness of this IMC layer increases as the bond size decreases. This shows a strong size effect on the Cu₃Sn IMC layer growth.

The excessive growth of the IMC layers in solder joints with small size (small thickness) is mainly due to the large amount of under-cooling and, consequently, the prolonged liquid-solid interfacial reaction between the molten solder alloy and the solid substrate material. As reported by previous studies [21-22, 24], the tendency for nucleation of the primary solidification phase in
Sn-Ag-based solder systems is $\text{Ag}_3\text{Sn} > \text{Cu}_6\text{Sn}_5 > \beta\text{-Sn}$. In other words, $\text{Ag}_3\text{Sn}$ is most likely to nucleate while $\beta\text{-Sn}$ is the least. In small Sn-3.5Ag solder joints, the absolute amount of Ag is less than that in a large one. Therefore, decreasing solder joint size leads to reduction of the number of nucleation sites for solidification which is favorable to increase the degree of undercooling of solder alloys.

Furthermore, a decrease in the size (thickness) of the solder joint favors the formation of larger IMC layer because the Cu concentration in liquid solder increases faster in a smaller solder joint than in a larger one. Therefore, smaller solder joints require shorter amounts of time to reach saturation. This theory is proven analytically in Section 4. As a result, the formation of a larger IMC layer at the interface of smaller solder joints would be accelerated because of a longer liquid soaking time during the soldering process which means that a higher growth rate will take place during the liquid-state of soldering.

### 3.3.3 Analytical Modeling of IMC Growth

The growth kinetics of IMC layers are usually treated using parabolic equations of the type:

$$l_i = k_i t^n$$

where $k_i$ is the IMC growth rate constant of the appropriate species in the joint, $n$ is the time exponent, and $t$ is the reaction time. Considerable literature [10, 30-34] is available on the subject of solid-state growth of IMC in solder joints in which Eq.(3-1) has been shown to nicely fit the experimental results when a time exponent of 0.5 is used. In such a growth state, it is assumed that diffusion is the rate controlling process in IMC growth during the aging process. In molten solders, different time exponent values have been obtained ($n = 0.21-0.90$) from experimental results using regression analysis [11, 12].
However, growth kinetics of two IMC layers are somewhat more complicated. According to Dybkov’s model [34-37], the growth of any IMC layer at the interface between two materials A and B at a given temperature is a result of counter-diffusion of components A and B across its bulk followed by partial chemical reactions between diffusing atoms of one component and surface atoms of another component. This model is able to reveal the role of diffusion and chemical reactions in determining the IMC layer growth kinetics. Moreover, it allows for the two sequential growth steps, diffusion and then chemical reaction, to be represented in separate terms, which allows for the possibility of evaluating the diffusion and chemical rate constants separately. It also allows for the effect of dissolution process to be incorporated in the model, especially in early IMC formation. More details about Dybkov’s model as applied in this study can be found elsewhere [29].

The mathematical description of the layer-growth rates of \( A_pB_q \) and \( A_rB_s \) IMC layers under the diffusion-controlled mechanism may be stated as shown below [34]:

\[
\frac{dx}{dt} = \frac{k'_{1A}}{x} - \frac{reg}{p} \frac{k'_{1B}}{y} \\

\frac{dy}{dt} = \frac{k'_{1B}}{y} - \frac{q}{sg} \frac{k'_{1A}}{x} 
\]  

(3-2a)  

(3-2b)

If A is Sn and B is Cu, then \( A_pB_q \) is \( \text{Sn}_5\text{Cu}_6 \) and \( A_rB_s \) is \( \text{SnCu}_3 \). Therefore, \( p = 5 \), \( q = 6 \), \( r = 1 \), and \( s = 3 \). Renaming the diffusion rate constant of \( \text{Cu}_6\text{Sn}_5 \) growth \( k'_{1A2} \) and the diffusion rate constant of \( \text{Cu}_3\text{Sn} \) growth \( k'_{1B2} \) to be \( k_{\text{Cu}_6\text{Sn}_5} \) and \( k_{\text{Cu}_3\text{Sn}} \), respectively, one can reach the following system of equations:

\[
\frac{dx}{dt} = \frac{1}{x} k_{\text{Cu}_6\text{Sn}_5} - \frac{reg}{p} \frac{1}{y} k_{\text{Cu}_3\text{Sn}} \\

\frac{dy}{dt} = \frac{1}{y} k_{\text{Cu}_3\text{Sn}} - \frac{q}{sg} \frac{1}{x} k_{\text{Cu}_6\text{Sn}_5} 
\]  

(3-3a)  

(3-3b)
To successfully use Dybkov's model, a few assumptions are made. One assumption is that the interfacial reactions which occur at the two Sn-3.5Ag solder/Cu boundaries (at the top and bottom Cu layers) are identical. Therefore, half of the sample thickness is considered for IMC growth measurement and modeling. Furthermore, the original thickness of the bulk solder is unknown and is calculated using the remaining thickness of the bulk solder and the thicknesses of Cu₆Sn₅ and Cu₃Sn layers as follows [9]:

\[
l_{\text{SnAg,original}} = l_{\text{SnAg, residual}} + l_{\text{Sn, consumed}}
\]  \hspace{1cm} (3-4)

where \(l_{\text{SnAg,original}}\) is the half thickness of the original solder layer, \(l_{\text{SnAg, residual}}\) is the half thickness of the remaining solder layer, and \(l_{\text{Sn, consumed}}\) is the half thickness of the tin consumed in forming the Cu₆Sn₅ and Cu₃Sn layers. This is found by following equation [9]:

\[
l_{\text{Sn, consumed}} = \frac{5\rho_{\text{Cu₆Sn₅}}M_{\text{Sn}C_{\text{Cu₆Sn₅}}}}{P_{\text{Sn}M_{\text{Cu₆Sn₅}}}} + \frac{\rho_{\text{Cu₃Sn}}M_{\text{Sn}C_{\text{Cu₃Sn}}}}{P_{\text{Sn}M_{\text{Cu₃Sn}}}}
\]  \hspace{1cm} (3-5)

where \(l_{\text{Cu₆Sn₅}}\) and \(l_{\text{Cu₃Sn}}\) are the measured average thicknesses of the Cu₆Sn₅ and Cu₃Sn layers in each sample. \(\rho\) and \(M\) with subscripts Sn, Cu₆Sn₅, and Cu₃Sn are the corresponding densities and molar weights, respectively.

If the remaining solder layer \(l_{\text{SnAg, residual}}\) disappears:

\[
l_{\text{SnAg,original}} = l_{\text{Sn, consumed}}
\]  \hspace{1cm} (3-6)

This means that eutectic solder is no longer available; Sn is missed, in the solder joint to be used in forming Cu₆Sn₅ IMC. Therefore, there will be no Cu₆Sn₅ IMC layer is further formed in the solder joint. If the solder joint still has Cu₆Sn₅ IMC \((l_{\text{Cu₆Sn₅}} > 0)\) then Cu₃Sn IMC layer would grow at the expense of the previously formed Cu₆Sn₅ IMC. Thus, the system of Eq.(3-3) is modified in the following form:
\[
\frac{dx}{dt} = -\frac{r_{\text{Cu}_6\text{Sn}_5}}{y} k_{\text{Cu}_6\text{Sn}_5} \tag{3-7a}
\]
\[
\frac{dy}{dt} = \frac{1}{y} k_{\text{Cu}_6\text{Sn}_5} \tag{3-7b}
\]

Once the \( \text{Cu}_6\text{Sn}_5 \) IMC has been completely consumed, e.g. \( J_{\text{Cu}_6\text{Sn}_5} = 0 \), the interfacial reaction in the Sn-3.5Ag/Cu system is assumed to stop. Therefore, Eq.(3-3) is modified as follows:

\[
\frac{dx}{dt} = 0 \tag{3-8a}
\]
\[
\frac{dy}{dt} = 0 \tag{3-8b}
\]

The effect of the simultaneous dissolution of \( \text{Cu}_6\text{Sn}_5 \) IMC layer and the change of Cu concentration in the molten solder on the kinetics of the interfacial reaction is specified based on Eq.(3-6).

\[
c = c_s \left[ 1 - \exp \left( -\frac{S k_d t}{v} \right) \right] \tag{3-9}
\]

where \( c \) is the concentration of the dissolved substance in the bulk of the liquid at time \( t \), \( c_s \) is the solubility of B in A at a given temperature, \( k_d \) is the dissolution rate constant, \( S \) is the surface area of the solid in contact with the liquid, and \( v \) is the volume of the liquid. The dissolution rate constants; the solubility of Cu in molten solders at different temperatures; and densities of Cu, Sn and \( \text{Cu}_6\text{Sn}_5 \) are presented in Table 3-2 [9, 38]. When the right values for the constants from Table 3-2 are substituted into Eq.(3-9), the time required for the molten solder to saturate with Cu for each bonding temperature can be determined for each joint thickness.

<table>
<thead>
<tr>
<th>( k_d ), (m/sec.) [37]</th>
<th>( c_s ), (wt. %Cu) [37]</th>
<th>( \rho ), kg/m(^3) [9]</th>
</tr>
</thead>
<tbody>
<tr>
<td>260 °C</td>
<td>310 °C</td>
<td>360 °C</td>
</tr>
<tr>
<td>8.21E-6</td>
<td>1.09E-5</td>
<td>1.39E-5</td>
</tr>
</tbody>
</table>

Based on this equation, saturation times were found, for temperatures of 260°C, 310°C, and 360°C and for each specimen size, as shown in Table 3-3.
Table 3-3: Saturation times at different soldering temperatures and bond thicknesses.

<table>
<thead>
<tr>
<th>Temperature, (°C)</th>
<th>Saturation time, (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SS1</td>
</tr>
<tr>
<td>260</td>
<td>16</td>
</tr>
<tr>
<td>310</td>
<td>13</td>
</tr>
<tr>
<td>360</td>
<td>09</td>
</tr>
</tbody>
</table>

According to the results indicated in Table 3-3, liquid solder in SS1 specimen saturates with Cu within 16 seconds at the lowest soldering temperature, 260°C. Saturation occurs within 22 and 240 seconds at the same lowest soldering temperature in SS2 and LS specimens, respectively. As soldering temperature increases, the saturation time decreases. Since the shortest soldering time used in this study was 1200 seconds (20 min), the dissolution effect on the calculation of IMC growth-rate constants can safely be considered negligible at such a long soldering time.

According to literature [36], the chemical reaction-controlled (linear) growth kinetics are observed with thin compound layers up to about 500-600 nm while diffusion-controlled (parabolic) growth is characteristic of much thicker compound layers (1 µm or more). The smallest thickness of Cu₆Sn₅ and Cu₃Sn IMCs (as seen in Figure 3-5) is beyond 600nm. As a result, we assumed that Cu₆Sn₅ and Cu₃Sn IMC layers must have formed under diffusion-controlled mechanism.

To evaluate the growth-rate constants, the experimental thickness measurements showed in Figure 3-5 were fitted using the systems of Eqs.(3-3), (3-7), and (3-8). The calculated values of growth-rate constants are listed in Table 3-4.

Table 3-4: Growth-rate constants and activation energies of IMC diffusional growth in Sn-3.5Ag/Cu solder system.

<table>
<thead>
<tr>
<th>Specimen size (µm)</th>
<th>Temperature, (°C)</th>
<th>k, (m²/sec)</th>
<th>Q, (kJ/mol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cu₆Sn₅</td>
<td>Cu₃Sn</td>
</tr>
<tr>
<td>15 (SS1)</td>
<td>260</td>
<td>-</td>
<td>8.36E-15</td>
</tr>
<tr>
<td></td>
<td>310</td>
<td>-</td>
<td>4.34E-14</td>
</tr>
<tr>
<td></td>
<td>360</td>
<td>-</td>
<td>1.26E-13</td>
</tr>
<tr>
<td></td>
<td>260</td>
<td>-</td>
<td>6.19E-15</td>
</tr>
</tbody>
</table>
The results of a computation performed according to Eqs. 3-8, 3-12 and 3-13 showed that the growth-rate constants (k) of the Cu$_3$Sn IMC layer at the interface of the joints increased with decreasing the joint thickness, as shown in Table 3-4. For example, k values change from $1.70 \times 10^{-15}$ m$^2$/sec to $6.19 \times 10^{-15}$ m$^2$/sec then to $8.36 \times 10^{-15}$ m$^2$/sec at soldering temperature of 260°C, corresponding to joint thicknesses of 450, 25, and 15 µm, respectively. A similar trend is found in joints fabricated at temperatures of 310°C and 360°C. Values for Cu$_6$Sn$_5$ IMC growth-rate constants have not been calculated in SS1 and SS2 specimens at any soldering temperatures because the limited supply of bulk solders which affected the formation of Cu$_6$Sn$_5$ IMC and resulting into non-monotonic growth behavior. Therefore, values of Cu$_6$Sn$_5$ growth-rate constants were obtained in LS specimens at all soldering temperatures. Therefore, comparison of values of Cu$_6$Sn$_5$ growth-rate constants in different specimens was not possible.

The temperature dependency of the extracted values of k is further exploited using the Arrhenius relationship to determine the activation energies for the growth of Cu$_6$Sn$_5$ and Cu$_3$Sn IMC layers using the following equation:

\[
k = k_o \exp \left( \frac{-Q}{RT} \right)
\]  

(3-10)

where $k_o$ is the layer growth constant, Q is the activation energy, R is the gas constant (8.314 J/mol.-K), and T is the soldering temperature (absolute units). The activation energies were calculated from the slope of the Arrhenius plot using a linear regression model.

Figure 3-6 shows the log-log plot of growth rate constant versus reciprocal of temperature for the growth of IMC layers. Figure 3-6(a) shows the log-log plot of growth rate constant versus reciprocal of temperature for Cu$_6$Sn$_5$ IMC layer while Figure 3-6(b) shows the log-log plot of
growth rate constant versus reciprocal of temperature for the growth of Cu$_3$Sn IMC layer during diffusion-controlled growth stage.

The apparent activation energies for the growth of Cu$_6$Sn$_5$ and Cu$_3$Sn IMC layers in different specimen sizes are listed in Table 3-4. The change in activation energy with joint size is also shown in Figure 3-7 for Cu$_3$Sn IMC layer. As seen from the plot, the activation energy for growth of Cu$_3$Sn IMC layer increases with increases of solder joint size. Lower activation energy in smaller solder joints means that IMC formation is at higher rates. Therefore, much thicker IMC layer will grow in smaller joints at the same soldering time and temperature.
Figure 3-6: Log-log plot of growth rate constant versus reciprocal of temperature (a) for Cu$_6$Sn$_5$ IMC layer and (b) for Cu$_3$Sn IMC layer in different specimen sizes.

Figure 3-7: Effect of bond thickness on the activation energy of the IMC growth in Sn-3.5Ag/Cu soldering system.

3.4 Conclusions

The effect of solder joint size on the microstructure and growth kinetics of intermetallic compounds in Sn-3.5Ag/Cu-substrate soldering system was investigated through experiment and analytical modeling.
It was found that the size of solder joint, represented by its thickness, does not introduce any effects on the type of IMCs in the joint microstructure. All specimens of different sizes have shown that the IMC compound layer is composed of two phases: $\eta$-phase ($Cu_6Sn_5$) adjacent to the solder matrix and $\varepsilon$-phase ($Cu_3Sn$) adjacent to the Cu substrate.

Thicker $Cu_3Sn$ IMC layers formed in smaller solder joints.

The thickness of the $\varepsilon$-IMC phase was also found to increase with increasing the soldering time and/or soldering temperature.

Whenever eutectic solder is available in the joint, $\eta$-IMC phase was also found to increase in its thickness with increasing the soldering time and/or soldering temperature.

The increase in $Cu_3Sn$ IMC layer thickness during the soldering process was found to obey a parabolic relationship with time. This indicates that the formation of the IMC compound layer is mainly controlled by the volume diffusion mechanism.

Growth rate constants for $Cu_3Sn$ interfacial IMC were found to increase with reduction in the size of solder joint during soldering process.

The activation energy for the growth of $Cu_3Sn$ IMC layer was found to decrease as the size of solder joint decreases.
References


Chapter 4: Optimization of Preparation Process Procedure for Successful Electron Backscatter Diffraction (EBSD) of Multi-Layer Specimens: Application to Lead-Free Solder Joints

Abstract
Electron backscatter diffraction (EBSD) is a powerful technique that provides a wide range of analytical data such as crystallographic orientation, phase identification, and grain size information. The quality of diffraction pattern, which influences the quality of the indexing of the diffraction pattern, depends mainly upon the achievement of a very flat and fully distortion-free sample surface. Many studies have reported specimen preparation guidelines for EBSD for a variety of materials such as metals and ceramics. However, limited studies have been documented in literature for optimized preparation of multi-layer specimens.

In this study, a series of mechanical polishing procedures have been developed, which will be adequate for producing damage-free surfaces in multiple-layer specimens for EBSD. The proposed method was used to prepare Sn-3.5%Ag/Cu-substrate solder joints as an example of a multiple-layer specimen which is consists of multiple materials with wide range of stiffness and wear resistance and has produced the best possible surfaces. The results suggested adding vibratory-polishing step for certain amount of time is critical in order to produce EBSD patterns for the microstructure of Sn-3.5Ag/Cu solder system. A poor pattern quality occurred, particularly in Cu and β-tin regions, when the vibratory polishing step was skipped or was conducted shorter than a certain amount of time.
This study also aimed to investigate the effect of the processing parameters of the EBSD software on the EBSD results extracted for the multiple-layer specimen under investigation. It was found that the step size and the minimum number of detected bands are important parameters. It has been found that at least six (6) detected bands necessary for accurate mapping and quality imaging. At this optimum value, the indexing rate was the highest in all phases and the phase identification was the most accurate.

Key words: Electron backscatter diffraction (EBSD), sample preparation, multiple-layer specimen, vibratory polishing, EBSD parameters, step size, Kikuchi bands.

4.1 Introduction
Properties of materials usually are defined by their microstructure. Therefore, microstructure characterization is an essential stage in material characterization. A number of techniques based on chemical composition analysis are used for this purpose such as energy and wavelength dispersive spectroscopy (EDS and WDS), X-ray photoelectron spectroscopy (XPS), etc. [1] Unfortunately, in some investigations the chemical composition information is not sufficient such as when the crystal structure of a phase is needed for its identification or when the accuracy of chemical analysis is too low [2-3]. In such investigation, transmission electron microscopy (TEM) is an alternative [1], especially when phases are to be identified in small regions. Unfortunately, TEM requires a complicated and time consuming sample preparation procedure [4, 5]. Electron Backscatter Diffraction (EBSD) could be a potential alternative because of its relative simplicity in sample preparation [6]. EBSD is a very powerful technique that provides a wide range of analytical data in which the local crystallographic orientation is of interest. It provides qualitative and quantitative information on crystal structure and orientation of local crystallographic regions. It is possible to obtain other information such as phase identification and distribution, grain characterization, and estimation of elastic and plastic strains by this
technique. It can also be used to correlate the crystal structure analysis with the morphological information and local chemical analysis during phase identification in many different multiphase materials [7].

EBSD is a surface-sensitive material characterization technique as the depth below the specimen surface from where EBSD diffraction patterns arise is shallow, on the order of nanometers. Therefore, the effect of decreasing surface quality, such as carbon contamination, relief, or high dislocation density on the sample’s surface have a strong influence on the pattern quality and subsequently on the indexing percentage and reliability. Contamination could be introduced by improper specimen handling. Reliefs can be caused by several preparation methods such as electro-polishing, etching, ion milling. Mechanical polishing is known to cause plastic deformation which increases dislocation density. Thus, a relatively clean, flat, and distortion-free sample surface which is essential for successful EBSD analysis can only be obtained by removing all the surface defects or deformation using an appropriate specimen preparation procedure. Optimum specimen preparation is a fundamental requirement for obtaining quality EBSD images. Inadequate specimen preparation will result in degraded diffraction patterns causing loss of data, quality, and reliability.

Different preparation methods for SEM-EBSD applications are recommended in the literature for several metals and their alloys such as Cu, aluminum, titanium, nickel, tungsten, zirconium [8-10], and for ceramics [11]. Unfortunately, preparation techniques that produce plane surfaces are known to cause varying degrees of material damage, and those techniques that minimize damage do not necessarily result in plane surfaces. This is due to the remaining residual distortion at the sample’s surface, mainly by deformation introduced during preparation process. Therefore, an
additional preparation step is often required, especially when soft and oxidized metals are under preparation for EBSD analysis.

When diamond paste down to 1 µm-grade was used in mechanical polishing, the method was determined to be inappropriate for material subjected to EBSD investigation due to existence of a residual deformation layer on the sample’s surface [8, 12]. However, mechanical polishing with an oxide polishing suspension based on water and colloidal silicon followed by short electro-polishing has been shown to be an ideal way of generating surface suitable for EBSD analysis of metallic materials [12, 13]. Others have claimed that removal of surface damage can be obtained using a slight etching or ion-milling step during the final preparation steps [6, 14-16]. Most of available literature is on pure metals, alloys and ceramics. However, material scientists are often confronted with the task of extracting EBSD data from samples that have complicated structures, and therefore, are not easily prepared, such as electronics, MEMS (micro-electro-mechanical systems), and composite and hybrid specimens. These samples are commonly made of multiple layers and usually of different materials. Therefore, the difficulty may arise due to a variety of reasons: inherent lattice damage due to processing, large differences in hardness and reactivity between phases due to composition, and/or approaching the physical limit of the EBSD technique [17]. Authors have discussed the preparation required for samples containing strongly dissimilar phases, in layer fashion, trying to optimize the preparation procedure as well as the EBSD parameters.

It is well known that optimization of microscopy parameters, such as accelerating voltage, probe size, and specimen tilt, along with good preparation of specimen surface, are essential for good quality results [13, 18]. EBSD data analysis is computer based and to obtain reliable and precise results, particular attention should be paid to certain processing parameters [18-20] such as the
minimum number of detected bands [21] and step size [22] which are believed to be the two parameters that affect the accuracy of the pattern indexing (phase identification) and grain size and grain boundary measurements. The effect of these parameters on the quality of image in a multilayer specimen is investigated and an optimum rage of parameters are recommended for obtaining a clear pattern in all the existing phases of the system of materials investigated here. The specimen under investigation was a lead-free solder joint.

4.2 Experimental Procedure

4.2.1 Materials
The analysis was performed on one of the most researched multilayer structures: the lead-free Sn-3.5%Ag/Cu-substrate solder joints. The specimen configuration, as shown by Figure 2-1, and preparation process of the solder joints were detailed elsewhere [23]. In all the joints, the microstructure consists of Cu, β-tin and intermetallic (IMC) layers, namely, Cu₆Sn₅ and Cu₃Sn IMCs as seen in Figure 4-1. The average thickness of the joints was 450 µm. The average thickness of the IMC layers was 27 µm and 9 µm, for Cu₆Sn₅ and Cu₃Sn IMCs respectively.

![Microstructure of solder joint showing different phases present in the joint.](image)

Figure 4-1: Microstructure of solder joint showing different phases present in the joint.
4.2.2 Preparation Strategy for EBSD

4.2.2.1 Mechanical Polishing

After the solder joints were fabricated, they were mounted in regular Cu-based conductive mounting resin to facilitate the subsequent preparation steps and for charging release. In order to obtain a flat and distortion-free surface, the standard grinding and polishing procedures for general metallographic investigation have to be adjusted. Such adjustments mainly concern reducing the loads and rotation speeds used for mechanical grinding and polishing for general metallographic investigation purposes. Automated preparation equipment is recommended which allows for the preparation procedure to be performed accurately and reproducibly. Manual preparation should be avoided because it cannot result in a flat and distortion-free surface reproducibly. Mechanical polishing was performed on an automatic polisher equipped with 200 mm diameter wheels and sample mounts of 37 mm (1.25 inches). Grinding and polishing was performed according to the parameters found in Table 4-1, which shows the steps that to be followed during mechanical preparation. This proposed preparation recipe was found to give the optimum surface finishes suitable for EBSD on the specimen configuration adopted in this study if it is followed with vibratory polishing for certain amount of time.

Table 4-1: sample preparation parameters used in mechanical grinding and polishing stages.

<table>
<thead>
<tr>
<th>Prep. step</th>
<th>Parameters</th>
<th>surface</th>
<th>medium</th>
<th>Speed, (rpm)</th>
<th>Time, (min)</th>
<th>Force, (N)</th>
<th>Rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical Grinding (MG)</td>
<td>SiC paper</td>
<td>320-grit</td>
<td>300</td>
<td>5 or until flat</td>
<td>25</td>
<td>Contra</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SiC paper</td>
<td>600-grit</td>
<td>300</td>
<td>5</td>
<td>25</td>
<td>Contra</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SiC paper</td>
<td>800-grit</td>
<td>300</td>
<td>5</td>
<td>25</td>
<td>Contra</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SiC</td>
<td>1200-grit</td>
<td>300</td>
<td>5</td>
<td>25</td>
<td>Contra</td>
<td></td>
</tr>
<tr>
<td>Paper Type</td>
<td>Abraive Medium</td>
<td>Polishing Pressure (psi)</td>
<td>Time (min)</td>
<td>Quantity (ml)</td>
<td>Polishing Pressure (psi)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>----------------</td>
<td>--------------------------</td>
<td>------------</td>
<td>---------------</td>
<td>--------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical Polishing (MP)</td>
<td>Cloth¹</td>
<td>1µm Al₂O₃ solution</td>
<td>150</td>
<td>30</td>
<td>20</td>
<td>Contra</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cloth²</td>
<td>0.3µm Al₂O₃ solution</td>
<td>150</td>
<td>30</td>
<td>20</td>
<td>Contra</td>
<td></td>
</tr>
</tbody>
</table>

1: Use cloth that is inexpensive and versatile, suitable for intermediate automatic polishing.
2: Use a final polishing cloth that can be used with sub-micron polishing compounds and abrasives of any types.

### 4.2.2.2 Vibratory Polishing

The final stage of the preparation process can be performed in different ways that would depend on the type of material being prepared. Electro-polishing, etching, and ion-beam milling are very common final polishing methods for pure metals, alloys, and ceramics for EBSD applications. Care should be given to avoid pitting, severe surface roughening, and other surface damages due to utilization of dangerous electrolytes in electro-polishing, etching chemicals, and high-beam energies associated with ion-beam milling. Furthermore, these methods are high-cost and time and effort consuming and electro-polishing works only for homogeneous and electrically conductive materials.

Vibratory polishing with colloidal silica is very often preferred as a final polishing step due to its capability in preparing high quality surfaces on a wide variety of materials and applications. The unique polishing action associated with vibratory polishing produces less deformation, smooth, and distortion-free surfaces very suitable for EBSD measurements. The polishing time varies and can be a few hours [24], but normally this is acceptable as no additional abrasive-polishing medium and no additional manpower are needed. Prolonged polishing is not preferred because a high surface waviness and strong surface relief are usually observed when metals, alloys, and ceramics are vibratory-polished for extended periods [25].

In this study, vibratory polishing was used as a final polishing stage to prepare the solder-joint specimens under consideration. The installation is very simple, consisting of colloidal silica, specimen holder, standard cloth, and vibratory polisher. It was performed according to the
parameters found in Table 4-2. During the vibratory polishing, the cloth was flooded with the colloidal silica. The polishing time was varied between 0 to 240 min by an increment of 120 min, to address the development of the surface preparation quality for EBSD analysis in the investigated specimens. In literature, there is no reliable data of the polishing time because this depends on many factors. Some materials showed improved results within minutes and other often require hours or even over night to produce the best possible surface quality [24]. In this study, four hours of vibratory polishing gave the best possible results when used to prepare the specimens used in this study.

Table 4-2: Sample preparation parameters used in vibratory polishing

<table>
<thead>
<tr>
<th>Prep. Step</th>
<th>Parameter</th>
<th>Surface</th>
<th>Medium</th>
<th>Speed, (rpm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vibratory polishing (VP)</td>
<td>Cloth^3</td>
<td>0.05 µm colloidal silica suspension</td>
<td>60% amplitude</td>
<td></td>
</tr>
</tbody>
</table>

3: Use super finishing cloth that can be used with all materials. It can be used with sub-micron abrasives.

4.2.2.3 Electron Backscatter Diffraction (EBSD)

EBSD was performed using a JEOL 7000F SEM equipped with a Shottky field emission gun and high-resolution HKL EBSD-system (Nordlys 2). All measurements were conducted at a tilt of 70°, an acceleration voltage of 20 kV, a range of working distances of 15-17.5 mm, and a range of magnifications of 1000 – 4000X. All EBSD scans were performed using a fine step size (0.4 to 0.05 µm). For the purpose of optimizing EBSD software parameters, step size and minimum number of detected bands were varied in multiple levels. All the indexed points were identified as face centered cubic (FCC) Cu, tetragonal β-tin, hexagonal η-Cu₆Sn₃ IMC, or orthorhombic ε-Cu₃Sn IMC.

To investigate the influence of the mechanical preparation treatment on surface quality for EBSD measurements, 20 electron diffraction (Kikuchi) patterns (EBSP) were collected for each present
phase at each preparation step. The average band contrast (BC), band slope (BS), and mean angular deviation (MAD) values were recorded for each of the acquired EBSPs. BC is an EBSP quality parameter that describes the average intensity of the Kikuchi bands with respect to the overall intensity within the measured area of EBSP [7]. Its values are scaled to a byte range from 0 to 255. The higher the value for BC, the better the EBSP quality. Deformed and grain boundary regions usually exhibit a low BC value. Similarly, BS is EBSP quality-parameter which describes the maximum intensity gradient at the margins of the Kikuchi bands in an EBSP. Its values vary between 0 and 255 bytes. The higher the value, the higher is the contrast difference and the sharper the appearance of Kikuchi bands. Another pattern quality parameter is MAD. It is also called pattern misfit. It is a number that expresses how well the simulated EBSP overlays the actual EBSP. A low value is an indication that the simulation is a good match with high-quality EBSPs. The BC values in conjunction with the BS and MAD values are frequently considered to determine the reliability of EBSD scan.

4.3 Results and Discussions

4.3.1 Optimization of Preparation Procedure
To assess the influence of the preparation stage on the development of EBSPs, data of Kikuchi patterns have been collected at the end of the mechanical polishing stage and at different time increments during the vibratory polishing stage. For further investigation of pattern quality, parameters such as BC, BS, and MAD were also collected for EBSPs.

Figure 4-2 shows examples of Kikuchi patterns (EBSP) in different phases for different vibratory polishing times; 0 min, 120 min, and 240 min. Table 4-3 shows a summary of the average and max/min values of BC, BS, and MAD of EBSPs of different phases at different preparation steps. Figure 4-2 clearly shows that a very poor pattern quality is obtained in all phases at the end
of mechanical polishing step except in $\beta$-tin, which shows somewhat better patterns. In the case of Cu, Cu$_6$Sn$_5$, and Cu$_3$Sn phases, very low-quality Kikuchi bands were obtained for the measurement conditions used.

Overall, the indexing rate was the lowest at this preparation stage in which the non-indexing rate was about 15-25% as seen in Table 4-4. It can be inferred that the distortion-free crystal, surface deformation, and flatness are yet far from what is required for successful EBSD measurements.

The values for BS are the lowest ones in all phases in this preparation stage. $\beta$-tin shows higher BC and BS, and lower MAD values compared to those for other phases.

![Figure 4-2: Examples of Kikuchi patterns (EBSP) in different phases for different vibratory polishing times.](image)
When vibratory polishing took place, improved surface quality results in noticeably sharper EBSPs, as seen in Figure 4-2. At 2 hours of VP, substantial improvement in indexing rate percentage was noticed as shown in Table 4-4. Indexing was possible for all phases. Overall, the indexing rate ranges between 75 and 80% dependent on the material. BC and BC values also show significant improvements. All phases exhibit very high values of BS and BC relative to no VP stage, and MAD decreases significantly. Some phases such as Cu and Cu$_6$Sn$_5$ have reached, while other phases show values that approach, the highest values for BS as seen in Table 4-3.

Table 4-3: Summary of average and max/min values of BC, BS, and MAD parameters of EBSP of different phases at different preparation steps.

<table>
<thead>
<tr>
<th>Polishing step</th>
<th>Cu</th>
<th>Tin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BC</td>
<td>BS</td>
</tr>
<tr>
<td>VP(t=0)</td>
<td>95.46±14.7</td>
<td>76.38±7.84</td>
</tr>
<tr>
<td>VP (t=120 min)</td>
<td>255±0</td>
<td>193.4±21.1</td>
</tr>
<tr>
<td>VP (t=240 min)</td>
<td>255±0</td>
<td>203.5±7.66</td>
</tr>
<tr>
<td>Min/Max Values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VP(t=0)</td>
<td>70/127</td>
<td>144/243</td>
</tr>
<tr>
<td>VP (t=120 min)</td>
<td>255/255</td>
<td>155/218</td>
</tr>
<tr>
<td>VP (t=240 min)</td>
<td>255/255</td>
<td>191/211</td>
</tr>
</tbody>
</table>

The values shown in Table 4-3 represent the average and max/min values of BC, BS, and MAD parameters of EBSP of different phases at different preparation steps.
As the time of vibratory polishing extended to 4 hours, pattern quality was enhanced accordingly as seen in the third column of Figure 4-2. At VP times longer than two hours the rate of improvement was slower compared to VP times smaller than two hours. At four hours of VP, further increases in BC and BS, and decrease in MAD values with very small standard deviation were observed. Very strong and sharp Kikuchi bands result in indexing rate ranging between 85 and 95% with slight variation between different phases.

Table 4-4: Indexing rate at each preparation step.

<table>
<thead>
<tr>
<th>Preparation step</th>
<th>Indexing rate, (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VP(t=0)</td>
<td>15-25</td>
</tr>
<tr>
<td>VP(t=120 min)</td>
<td>75-80</td>
</tr>
<tr>
<td>VP(t=240 min)</td>
<td>85-95</td>
</tr>
</tbody>
</table>
A representative SEM image and EBSD phase and orientation maps are presented in Figure 4-3. This is the SEM image taken after four hours of VP. This EBSD map was composed of points representing an analysis of 51,429 separate patterns. The scan quality statistics were as follows: confidence index (CI) = 0.62 and image quality (IQ) =180, indicating that a quality EBSD map can be generated using the previously described surface preparation procedure. CI indicates the degree of confidence that the orientation calculation is correct while IQ is a quality factor that defines the sharpness of the diffraction pattern. CI may range from 0 to 1. Both are used frequently to evaluate the overall quality and reliability of EBSD analysis.
4.3.2 Optimization of EBSD Software Parameters

EBSD orientation and phase maps were obtained at different levels of magnification using the default settings for the hkl Channel software and changing the EBSD parameters which are shown in Table 4-5. The variables are the step size and the minimum number of detected bands which are varied between 0.05 and 0.4 µm and between 4 and 7 bands, respectively. The resulting phase maps at different minimum number of detected bands are shown in Figure 4 4(b-f). It also shows band contrast map (Figure 4 4(b)) for the mapped area showed in the SEM back scattered electron image of Figure 4 4(a).

Table 4-5: EBSD parameters and their levels

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum number of detected bands</td>
<td>4, 5, 6, and 7</td>
</tr>
<tr>
<td>step size (µm)</td>
<td>0.05, 0.075, 0.1, 0.2, 0.3, and 0.4</td>
</tr>
</tbody>
</table>
Figure 4-4: Effect of minimum number of detected bands on the quality of EBSD measurements. (a) SEM image, (b) band contrast image, (c), (d), (e), and (f) are phase maps collected using 0.1 µm-step size and 4, 5, 6, and 7 minimum number of detected bands, respectively.

The best match between the obtained phase maps and the SEM image, in terms of identifying each phase region, was the one achieved at 6 detected bands, as shown in Figure 4-4(e). A limited number of points in β-tin region were miss-indexed which can be corrected for using clean up techniques at post processing stage. Therefore, this value is considered to be the optimum minimum number of detected bands one should use when this specimen configuration is under EBSD investigation. Although the percentage of indexed points in Figure 4-4(c) looks
comparable with the one in Figure 4-4(e), as one can confirm from Figure 4-4(d), a large portion of points were miss-indexed. In particular, part of β-tin and Cu₆Sn₅ IMC, in Figure 4-4(c) were unrelably indexed as Cu₃Sn IMC and Cu, respectively, while part of Cu was indexed as Cu₆Sn₅ IMC.

The miss-indexing issues in the β-tin region are most likely related to the low crystal symmetry associated with this phase. β-tin has a body-centered tetragonal structure, which is known to have low symmetry. A low minimum number of detected bands (4 bands) is reasonable for a cubic material, but is probably too low for non-cubic or when trying to discriminate different phases.

As the minimum number of detected bands increases, accuracy of the phase identification has improved as in Figure 4-4(d). When the minimum number of band detected was 6, the greatest accuracy was obtained in all regions; especially in β-tin and Cu₆Sn₅ and Cu₃Sn IMCs. Increasing the minimum number of detected bands to 7 (Figure 4-4(f)) resulted in obtaining comparable accuracy of phase identification in Cu and IMC regions. However, poor indexing was achieved in β-tin region. This was attributed to the limited number of sharp and bright bands being detected in this region. The EBSD will not assign a solution for a pattern that has been analyzed with lower number of bands (less than 7 in this case). Similarly, the reliability of indexing in Cu₆Sn₅ IMC region was affected by the minimum number of detected bands. This was attributed to the low crystal symmetry associated with this material. Improved indexing reliability was achieved as the minimum number of detected bands increases. The best results compared to SEM reference image were obtained at 6 bands. It also was observed from Figure 4-4 that Cu₃Sn IMC region was less affected by changing minimum number of detected bands. Comparable indexing rates were achieved regardless of the chosen value for the minimum number of detected bands. In general, it was concluded that if good quality patterns (perfect preparation) and
accurate calibration are used, then the miss-indexing problem can be minimized by using a large number of bands for pattern solution.

The effect of minimum number of detected bands on EBSD results was further investigated in terms of BC, BS, MAD, and non-indexing rate, as shown in Figure 4-5.

![Figure 4-5(a): The effect of minimum number of detected bands on BC. Step size was held constant at 0.1µm.](image1)

![Figure 4-5(b): The effect of minimum number of detected bands on BS. Step size was held constant at 0.1µm.](image2)
Figure 4-5(c): The effect of minimum number of detected bands on MAD. Step size was held constant at 0.1µm.

Figure 4-5(d): The effect of minimum number of detected bands on non-indexing rate percentage. Step size was held constant at 0.1µm. 

Cu and Cu₆Sn₅ IMC always show higher BC and BS and lower MAD values compared to β-tin and Cu₃Sn IMC as seen in Figure 4-5(a-c). β-tin has the highest BC and BS, and relatively lower MAD values at a minimum number of 6 detected bands. This combination of values was behind the highest accuracy in phase identification achieved at that minimum number of detected bands as shown in Figure 4-5(d) by achieving a smaller non-indexing percentage. At minimum number of detected bands of 6, the majority of sampled areas have been indexed as one of the expected
phases and showed the highest accurate indexing percentage. Otherwise, a significant number of
data points were either miss-indexed or non-indexed. This implies that minimum number of
detected bands of 6 is the optimum value at which reliable EBSD results and avoiding non- or
miss-indexing of the data are achieved.

If the grain or sub-grain sizes and shapes are to be determined by EBSD, then close attention
must be paid to the step size in relation to the grain size. It has been stated [13] that a step size of
one-tenth of the average grain size is a good starting point for general microstructure, grain size,
shape, and orientation measurements. A smaller step size would be needed if the grain size
distribution is nonhomogeneous, as one might expect in multiple-layer specimen. In such
specimens, there is a high possibility of having a nonhomogeneous distribution of grain size due
to presence of different materials in the structure. The use of smaller step size allows for all small
grains to be captured if the grain size is to be determined from the maps. Similarly, a small step
size, relative to the grain size, is also required for high resolution definition of grain boundaries
[13].

Figure 4-6 shows the effect of step size on the EBSD results. Figure 4-6 (b) shows grain size
distribution for the mapped surface in Figure 4-6 (a) using a step size of 0.1 µm. At this step size
and at lower values, it was found that grain size measurements stabilized. When higher values of
step size were chosen, variation in grain size measurements was witnessed. Therefore, a step size
of 0.1 µm was chosen to be the highest value to reveal accurate and reliable grain size
measurements.
Figure 4-6: (a) SEM image, (b) contrast image of SEM image in (a). (c-h) orientation maps (left) and phase maps (right) at different step sizes; (c, d) 0.1 µm, (e, f) 0.2 µm, and (g, h) 0.4 µm. In this display, Figure 4-6(b), the average grain area measurements were as follows: 29.69 µm², 1.65 µm², 300.24 µm², and 2.98 µm² for Cu₆Sn₅, Cu₃Sn, β-tin, and Cu, respectively. Figure 4-6(c), (e), and (g) show the orientation maps while Figure 4-6(d), (f), and (h) show the phase maps for the same area in Figure 4-6 (a) obtained at different step sizes. As seen, the accuracy of...
grain size and shape measurements is significantly affected by the step size used during EBSD mapping. Coarser grain shapes and, therefore, rough grain size and grain boundary measurements, were obtained at higher step sizes; see Figure 4-6 (d), (f), and (h). Additionally, it has been observed that there were some changes in grain orientation measurements in some phases as step size changes. This was very obvious by comparing the change in color of similar grains in Figure 4-6 (c), (e), and (g), for instance, see the change in color for grains marked 1, 2, 3, and 4 in the figures. This indicates that step size is an important factor in determining the right orientation for grains as well.

Figure 4-7 shows the grain size measurements at different step size for different Cu-Sn IMCs. Measurements for β-tin and Cu have been omitted for brevity. However, their measurements are summarized in Table 4-6. All materials showed a change in grain size measurements and their frequencies as the step size changes; see also Table 4-6 for quantitative results of grain size measurements of all materials. The grain size measurements obtained at step sizes of 0.075 and 0.05 μm were omitted because they are similar to the results showed for 0.1 μm except for β-tin grain size measurement which showed poor indexing rate especially during 0.075 μm step size.

It was found that there is a tradeoff between the time and accuracy at which these images are obtained. As the step size increases the time required to get the pictures decrease. The range of measured grain size and frequency changes in all phases as step size changes. The grain size measurements stabilize as step size gets at or smaller than 0.1 μm. Therefore, this step size was considered the highest possible value to get accurate results in terms of grain size measurements.
Figure 4-7: Effect of step size on grain size measurements of different Cu-Sn IMCs: (a) Cu₆Sn₅ and (b) Cu₃Sn.

Figure 4-8 shows the change in BC, BS, MAD, and non-indexing rate as step size varies between 0.05 and 0.4 µm. In all phases, BC and BS show higher values while MAD and percent non-indexing show lower values as step sizes vary between 0.1-0.3 µm. At smaller step sizes, e.g. 0.05-0.075 µm, higher MAD and percent non-indexing were depicted. This would be attributed to the fact that these values approach the limits of the EBSD spatial and angular resolutions. At
0.4 µm step size, the non-indexing rate percentage was the lowest. No correlation was extracted for the possible reasons behind the enhancement in indexing rate at this step size.

Table 4-6: Grain size measurements of different materials obtained at different step sizes

<table>
<thead>
<tr>
<th>Step size, (µm)</th>
<th>Statistics</th>
<th>Cu$_6$Sn$_5$ IMC</th>
<th>Cu$_3$Sn IMC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Area, (µm$^2$)</td>
<td>Diameter, (µm)</td>
</tr>
<tr>
<td>0.1</td>
<td>average</td>
<td>29.69</td>
<td>3.74</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>70.71</td>
<td>5.09</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.12</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>245.67</td>
<td>17.69</td>
</tr>
<tr>
<td></td>
<td># of grains</td>
<td>12</td>
<td>-</td>
</tr>
<tr>
<td>0.2</td>
<td>average</td>
<td>31.67</td>
<td>3.93</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>53.14</td>
<td>3.97</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.24</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>242</td>
<td>17.55</td>
</tr>
<tr>
<td></td>
<td># of grains</td>
<td>11</td>
<td>-</td>
</tr>
<tr>
<td>0.4</td>
<td>average</td>
<td>51.38</td>
<td>5.83</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>90.38</td>
<td>6.01</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>2.4</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>249.12</td>
<td>17.81</td>
</tr>
<tr>
<td></td>
<td># of grains</td>
<td>7</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step size, (µm)</th>
<th>Statistics</th>
<th>β-tin</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Area, (µm$^2$)</td>
<td>Diameter, (µm)</td>
</tr>
<tr>
<td>0.1</td>
<td>average</td>
<td>300.24</td>
<td>19.55</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>#</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>300.24</td>
<td>19.55</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>300.24</td>
<td>19.55</td>
</tr>
<tr>
<td></td>
<td># of grains</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>0.2</td>
<td>average</td>
<td>263.32</td>
<td>18.31</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>#</td>
<td>#</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>263.32</td>
<td>18.31</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>263.32</td>
<td>18.31</td>
</tr>
<tr>
<td></td>
<td># of grains</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>0.4</td>
<td>average</td>
<td>141.04</td>
<td>10.76</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>190.86</td>
<td>11.29</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>6.08</td>
<td>2.78</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>276</td>
<td>18.75</td>
</tr>
<tr>
<td></td>
<td># of grains</td>
<td>2</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 4-8(a): Effect of step size on BC.

Figure 4-8(b): Effect of step size on BS.
Figure 4-8(c): Effect of step size on MAD.

Figure 4-8(d): Effect of step size on percentage of non-indexing rate.

4.4 Conclusions

In this study, a preparation procedure that is adequate for surface preparation of multiple-layer specimens has been developed and optimized. The effect of EBSD parameters on EBSD results
extracted from multiple-layer specimens is investigated and optimized. The proposed surface preparation technique for EBSD analysis was used to finish lead-free solder joint (Sn-3.5%Ag/Cu soldering system).

- It has been found that the best possible surface finish is obtained when automatic grinding-polishing is followed by vibratory-polishing with standard consumable products for certain number of hours.
- High quality EBSD patterns were obtained in a reasonable amount of time and at low cost.
- If the vibratory-polishing step was skipped or shortened, very poor quality EBSD patterns were resulted.
- In this study, four hours of vibratory polishing gave the best possible results when used to prepare the specimens used in this study.
- For other materials, the time range specified here may or may not be the optimum and, therefore, a new time range has to be set by running a parametric study on this factor for the particular set of specimens.
- For valid and reliable phase discrimination and grain size and grain orientation measurement, certain EBSD analysis setting parameters must be optimized. In particular the optimum values for step size and minimum number of detected bands were determined.
- High quality EBSD phase discrimination is obtained in all phases when an optimum value of the minimum number of detected bands of 6 bands is used. As the minimum number of detected bands deviates from this value, some phases were miss-indexed.
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Chapter 5: Mechanical Characterization of Intermetallic Compounds in Sn-3.5Ag/Cu-Substrate Soldering Systems

Abstract
Elastic and plastic mechanical properties of intermetallic compound (IMC) phases of lead-free Sn3.5Ag/Cu-substrate soldering system are investigated in joints with different sizes using nanoindentation technique. The specimens of different solder joint thicknesses (ranging from 15 µm to 450 µm) were prepared using solid-liquid interdiffusion (SoLID) soldering process. Solder joints were subjected to 360°C soldering temperature for 20 min, and then air cooled to room temperature. Nanoindentation technique was used to extract the elastic and plastic properties of Cu₆Sn₅, Cu₃Sn and Ag₃Sn IMCs and β-tin and copper materials. Cu-Sn IMCs formed in specimens with smaller joint thickness show higher elastic modulus, hardness, and yield strength and lower work hardening exponent. This was attributed to the dimensional constraints associated with decreasing joint thickness. Local elastic modulus and hardness of different Cu₆Sn₅ IMC grains were obtained using a combination of nanoindentation and electron backscatter diffraction (EBSD) techniques. Grains with perpendicular orientation to the loading direction show higher elastic modulus and hardness compared to the ones with c-axis parallel to the loading direction.

Key words: Size Effects, Sn-3.5Ag Solders, Nanoindentation, Elastic modulus, Plastic Properties, Intermetallic Compounds.
5.1 Introduction

The mechanical properties of a material determine the limit of applications in which the material can be effectively used. Solder alloy as a joining material provides electrical, thermal, and mechanical functions in electronic assemblies. When an electronic device is in service, the solder connections are subjected to a variety of thermal, mechanical, and thermo-mechanical loads, including shear and axial loads. Creep, stress relaxation, and thermal fatigue are primarily consequences of long term and repeated cycles of loads. Problems of creep, fatigue, crack, and failure of solder joints has been given large amount of attention over many decades [1-11]. Depending on the type of solder and device deformation mechanisms in different types of loading, various constitutive equations have been developed and reported in literature. These constitutive equations are often used in finite element simulation to predict the mechanical behavior of the solder joints in different geometrical configurations and loading conditions. The accuracy of the modeling activities, such as finite element analysis, in probing the solder behavior is inherently affected by the accuracy of the mechanical properties (e.g. elastic modulus, yield stress, work hardening, creep exponent, and fatigue constants, etc.). However, the reported values of mechanical properties for solder materials show a wide range of scatter. This scatter in reported values could be attributed to the differences in the fabrication methods, the testing methods and conditions, and the specimen size and geometry.

Theoretical and/or numerical predictions of the properties of materials are very important not only to analyze and optimize their performance, but also to design new materials. For these reasons, variety of models to predict the effective properties of materials has been reported in literature. One of these models is 2D/3D microstructure-based finite element modeling which strongly depend on accurately knowing the local mechanical properties of different grains and
phases [12-14]. It has been introduced to account for the microstructural factors that influence the mechanical behavior of the materials. Design and development of high performance materials requires a thorough understanding and careful control of microstructure and its effect on the physical and mechanical properties of a material. Therefore, the need to incorporate real, experimentally measured microstructural data such as grain size and distribution, local crystallography of the grains, and local elastic and plastic properties into the property simulations has come to the forefront in recent years.

A review of literature shows that conventional analytical and numerical modeling techniques simplify the heterogeneous microstructure of multiphase solder materials to make analysis more efficient and straightforward. Microstructural complexities, such as spatial distribution of IMC particles, irregular morphology of the IMC particles, and anisotropy in IMC particle orientation and local mechanical response are often simplified because of lack of this information from literature. In order to accurately predict the effective macroscopic material behavior and understand the localized damage mechanism, local (nano- and/or micro-scale) mechanical properties such as Young’s modulus and hardness of the different phases formed in solder joints are in need. The local properties of any material can be obtained using nanoindentation which has been proven to be a reliable technique in obtaining elastic properties and has shown fairly accurate results in providing information about plastic behavior of materials. However, the disadvantage of nanoindentation is the absence of any imaging ability which is an issue for heterogeneous materials such as solder joints. Consequently, it is not possible to infer from nanoindentation alone the specific phase or composition under the indent being tested. Some studies have coupled nanoindentation with atomic force microscopy (AFM) while others combined it with scanning electron microscopy (SEM) to overcome this issue. Both techniques
have their limitations. AFM has poor resolution capabilities and SEM does not provide grain structure and orientation data. Our proposed solution is to combine nanoindentation with electron backscatter diffraction (EBSD). Nanoindentation is utilized to mechanically probe small volume of a material within individual grains for which local crystallographic information are obtained from post EBSD mapping.

5.2 Fundamentals of Nanoindentation

Nanoindentation is an important tool for probing the local mechanical properties of materials. The main information that one obtains from a nanoindentation test is the load versus depth of penetration. A typical load versus depth curve is shown in Figure 5-1.

![Figure 5-1](image)

Figure 5-1: (a) A schematic representation of indenter and specimen surface geometry at full load and full unload for conical indenter showing the relevant quantities, (b) A Schematic representation of typical Load versus indentation depth curve showing relevant quantities used in nanoindentation data analysis [16].

The key points of interest in this curve are the maximum applied load, \( P_{\text{max}} \); the maximum depth of penetration, \( h_{\text{max}} \), the vertical distance along which contact is made (contact depth after load removal), \( h_c \); and the unloading slope (contact stiffness) measured at maximum load, \( S \). This data can be used in calculating the mechanical properties such as elastic modulus and hardness as well as plastic properties. One of the more commonly used procedures for analyzing
nanoindentation load-penetration depth data is the one developed by Oliver and Pharr [16]. In this regard, it is useful to summarize the salient features and the approach taken in this procedure.

The hardness and the reduced Young’s modulus are derived as follows [16]:

\[ H = \frac{P_{\text{max}}}{A} \]  
(5-1)

and

\[ E_r = \frac{\sqrt{\pi}}{2B/A} \]

where \( A \) is the projected area, \( E_r \) the reduced modulus, and \( B \) is a dimensionless constant. \( E_y, v_y \) and \( E_i, v_i \) are elastic modulus and Poisson’s ratios of the specimen and the indenter, respectively.

As seen from Eq.(5-1) and Eq.(5-2), the key to measuring the mechanical properties of a material would be evaluating the contact area (A) at the peak load. This is the single most important factor in analyzing nanoindentation data since most errors in the analysis come from improper assumptions about how the contact area is estimated [16, 17]. Oliver and Pharr found a function that relates the contact area to the contact depth \( h_c \) for a Berkovich tip; which is three-sided pyramids commonly used in nanoindentation tests, as shown below

\[ A(h_c) = 24.5h_c^2 + fh_c^3 \]  
(5-3)

where \( f(h_c) \) is a correction function that takes into account the finite truncation of real tips. The last step in the analysis to calculate the contact area is finding the contact depth, \( h_c \).

Experimental determination of the contact stiffness \( S \) between the specimen and the indenter tip as the initial slope of the unloading curve allows for the contact depth to be obtained as follows [16]

\[ h_c = h_{\text{max}} - \varepsilon \frac{P_{\text{max}}}{S} \]  
(5-4)

where \( \varepsilon \) is a geometry dependent factor that depends on type of indenter.
5.3 Extracting Plastic Properties from Nanoindentation Data

While Young’s modulus and hardness of a variety of solder alloys, measured by nanoindentation, have been reported in some studies, the plastic properties such as yield strength and work hardening exponent are not well known. Some studies proposed models for extracting these properties from nanoindentation load-penetration depth data [18-21].

Very few studies characterize the plastic properties of solder joints [22, 23]. In those studies, nanoindentation data were used to extract the hardness and elastic and plastic properties of Sn-3.5Ag and Sn-Ag-Cu solder joints and their associated IMCs. In Deng et al. [22] work, solder joints of 0.5 mm in thickness and 6.35 mm in diameter were used. This size is relatively large when it is compared to current sizes of solder interconnects which are typically in the scale of microns. In his results reported in Table 5-1, the predicated yield strengths of Cu₆Sn₅ and Cu₃Sn IMCs were quite high compared to the values obtained by Song et al. [23]. Work hardening exponents for Cu₆Sn₅ and Cu₃Sn IMCs were shown to be zero in Deng’s study while non-zero positive values were obtained in Song’s study. The differences in the reported values could be due to the difference in the experimental procedure applied to prepare the solder joints. Although both studies used very close soldering temperatures; 240ºC and 250 ºC in Deng et al. and Song et al. study, respectively, the solder alloy and the subsequent fabrication steps such as soldering time, number of reflows, aging time and temperature are different. Solder alloy of 3.5wt%Ag reflowed on Cu substrate was used in Deng’s study while Sn-3wt.%-0.5wt.%Cu reflowed on Cu substrate was used by Song et al. both studies have not reported the thickness of the resulting joints and therefore, no correlation on possible size effects was possible to be made. Thus, further studies should be conducted to elucidate these contradicting results of plastic properties of solder joints.
Table 5-1: Comparison of two different results of plastic properties of different IMC phases calculated following Dao’s model obtained

<table>
<thead>
<tr>
<th>phase</th>
<th>Deng et al. [22]</th>
<th>Song et al. [23]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yield strength, (MPa)</td>
<td>Work-hardening exponent</td>
</tr>
<tr>
<td>Cu₆Sn₅ IMC</td>
<td>2009±63</td>
<td>0</td>
</tr>
<tr>
<td>Cu₃Sn IMC</td>
<td>1787±108</td>
<td>0</td>
</tr>
<tr>
<td>Ag₃Sn IMC</td>
<td>794±92</td>
<td>0.072±0.027</td>
</tr>
</tbody>
</table>

The size effects on elastic and plastic properties have not been done which motivates this current study to consider its possible influence on the resulting plastic properties of micro-scale solder joints. Dao et al. developed a method to extract the plastic constitutive properties of materials using nanoindentation test [20]. Their technique was further modified by researchers in different aspects [18, 19, and 21]. However, comparing the original model with a modified version actually showed no significant difference and in some ranges of materials, Dao’s model showed more accurate results [15]. Dao’s model uses the constant, C, in the load-displacement relationship developed by Kick’s law as follows:

\[ P = C h^2 \]

where \( P \), is the indentation load, \( h \), is the indentation depth, and \( C \), a constant given by

\[ C = \sigma_{0.033} \Pi_1 \left( \frac{E_r}{\sigma_{0.033}} \right) \]

where \( \sigma_{0.033} \) is the representative stress at a plastic strain of 0.033 determined by the indenter geometry, \( E_r \) is the reduced elastic modulus, and \( \Pi_1 \) is a dimensionless function given by the following equation

\[ \Pi_1 = -1.131 \left[ \ln \left( \frac{E_r}{\sigma_{0.033}} \right) \right]^3 + 13.635 \left[ \ln \left( \frac{E_r}{\sigma_{0.033}} \right) \right]^2 - 30.594 \left[ \ln \left( \frac{E_r}{\sigma_{0.033}} \right) \right] + 29.267 \]

The representative stress is theoretically related to the yield stress as follows:

\[ \sigma_{0.033} = \sigma_y \left( 1 + \frac{E_r}{\sigma_{0.033}} - 0.033 \right)^n \]
where $E$ is the elastic modulus of indented material, and $n$ is work hardening exponent of the same material. The work hardening exponent can be calculated using another dimensionless function as follows:

$$\frac{1}{E} \frac{dP}{dh} \bigg|_{h_{\text{max}}} = \Pi_2\left(\frac{E}{\sigma}, n\right)$$

(5-9)

where $h_{\text{max}}$ is the maximum indentation depth, $\frac{dP}{dh} \bigg|_{h_{\text{max}}}$ is the slope of the unloading segment evaluated at maximum depth, and $\Pi_2$ is the second dimensionless function given in Eq.(5-10).

$$\pi_2 = (-1.40557n^3 + 0.77526n^2 + 0.15830n - 0.06831) \left[ \ln \left( \frac{E_r}{\sigma_{0.033}} \right) \right]^3$$

$$+(17.93006n^3 - 9.22091n^2 - 2.37733n + 0.86295) \left[ \ln \left( \frac{E_r}{\sigma_{0.033}} \right) \right]^2$$

$$+(-79.99715n^3 + 40.55620n^2 + 9.00157n - 2.54543) \left[ \ln \left( \frac{E_r}{\sigma_{0.033}} \right) \right]$$

(5-10)

The determination of the plastic properties starts with identifying a complete nanoindentation (i.e., loading-unloading) load-displacement curve. From this curve the representative stress is determined by Eq.(5-6) which involves utilization of a dimensionless function of the form given in Eq.(5-7). After the representative stress has been determined, the value of work hardening exponent, $n$, is determined using Eq.(5-9) which incorporates a second dimensionless function of the form given in Eq.(5-10). Once both the representative stress and work hardening exponent are determined and a point in the plastic region of the material’s stress strain curve is known, a value for yield stress can be evaluated by using Eq.(5-8).

5.4 Experimental Procedure

In the present work, the Pb-Free Sn-3.5%Ag/Cu-substrate solder joints were investigated. To evaluate the effect of size on the local mechanical properties, two different joint configurations with different sizes were fabricated [24]. Figure 3-1 shows actual images and schematic drawings.
of the two configurations used in this study. One is called “small-scale specimen” (SS) as shown in Figure 3-1(a). The other configuration is called “large-scale specimen” (LS) and is shown in Figure 3-1(b). To obtain all different possible phases of IMCs, higher temperature of 360 °C and longer time or 20 min were used for fabrication. The joint thickness in SS specimens were controlled by applying pressure and are on average about 15 µm and 25µm when 0.55 and zero MPa pressure were applied, respectively. The two thicknesses obtained from SS configuration were differentiated by two different names; SS1 is used for specimen with 15 µm and SS2 is used for 25 µm-thick specimen. A joint thickness of 450 µm was achieved in LS configuration without applying any pressure. After fabrication, microstructural analysis was used and it was shown that all the joints consist of Cu, β-tin and intermetallic (IMC) layers, namely, Cu₆Sn₅ and Cu₅Sn IMCs. IMC particles such as Ag₃Sn or Cu₆Sn₅a were also observed, and most clearly in LS specimens. Mechanical polishing procedures followed by vibratory polishing, as described elsewhere [25], were used for the joint preparation for nanoindentation testing as well as for subsequent EBSD mapping.

Nanoindentation tests were conducted at room temperature using a Hysitron TriboIndenter with force and displacement resolutions of 50nN and 0.1 nm, respectively. The machine was equipped with an indenter tip with standard diamond Berkovich geometry. The indenter was pressed into the specimen up to 5000 µN maximum load with loading rate of 1000 µN /sec, and then it was held at the maximum load for 5 sec [26], to avoid the influence of creep on unloading characteristics, before it was completely withdrawn at unloading rate of 1000 µN /sec. At least 5 indents were collected from each material. The indents were separated by 5µm which was enough distance to avoid interaction between the sites. The results from the nanoindentation
experiments, mainly the force-displacement curve, were used in Eqs. (5-1) to (5-10), to determine the elastic and plastic properties for each material.

For evaluation of local properties of individual Cu₆Sn₅ IMC grains, nanoindentation tests were conducted on Cu₆Sn₅ IMC regions. Therefore, nanoindentation impressions were located within the individual grains of IMC phase. The 15x7 array of indentations gave a total of 105 indents. When indentation tests were done, specimens were transferred to a SEM equipped with EBSD system to allow for the areas with indents to be EBSD mapped. This step allows the extraction of local crystallographic information, such as grain size and orientation and relates them to the local mechanical properties obtained from nanoindentation test.

5.5 Results and Discussions

Average representative nanoindentation load versus displacement curves in Cu₆Sn₅, Cu₃Sn, Ag₃Sn, β-tin, and Cu regions are shown in Figure 5-2.

![nanoindentation load versus displacement curves of Cu₆Sn₅ IMC](image)

**Figure 5-2(a): Nanoindentation load versus displacement curves of Cu₆Sn₅ IMC.**
Figure 5-2(b): Nanoindentation load versus displacement curves of Cu$_3$Sn IMC.

Figure 5-2(c): Nanoindentation load versus displacement curves of Ag$_3$Sn IMC.
Figure 5-2(d): Nanoindentation load versus displacement curves of eutectic solder.

Figure 5-2(e): Nanoindentation load versus displacement curves of Cu.

The curve data was collected for each material from each specimen except for eutectic solder and Ag₃Sn. Nanoindentation data curves for eutectic solder were available only from LS specimens because much eutectic solder is available for testing in this specimen when comparing with other two specimens nanoindentation curves for Ag₃Sn IMC were only obtained from SS1 specimens because under the condition of fabrication the SS1 specimen had completely transformed to IMCs and large Ag₃Sn IMC was available for evaluation. Ag₃Sn IMC formed in LS specimens was relatively in small grains and not suitable for nanoindentation testing. The curves exhibit
different shapes from one material to another, primarily due to the difference between the mechanical properties of the materials involved in the soldered joint structure. This is confirmed by Figure 5-3 which shows SEM micrographs indicating representative nanoindentation impressions in different materials.

As can be seen from Figure 5-2(a), (b), and (e), the load-displacement curves at the same peak load obtained from SS1 and SS2 are almost identical and coincident on each other, while they differ from that obtained from LS specimen for the same material/phase. This is attributed to the greater size difference between SS and LS specimens. LS specimens show larger indentation depth at maximum load. The elastic and plastic properties are extracted directly from the curves. Therefore, these properties vary for different size of specimens for the same phase. For the Cu material shown in Figure 5-2(e), the load-displacement curves obtained from different specimens are almost identical with nearly parallel unloading segments. Therefore, less variation in the mechanical response of Cu is expected.

![SEM micrograph showing representative nanoindentation tests](image)

Figure 5-3(a): SEM micrograph shows representative nanoindentation tests in SS1 specimen.
Figure 5-3(b): SEM micrographs show representative nanoindentation tests in SS2 specimen.

Figure 5-3(c): SEM micrograph shows representative nanoindentation tests in LS specimen.
Figure 5-3(d): SEM micrograph shows representative nanoindentation tests in Ag\textsubscript{3}Sn region.

Figure 5-3(e): SEM micrograph shows representative nanoindentation tests in eutectic solder region. At least 10 indentation load-displacement curves were collected from each material to obtain statistically significant data. Indentation impressions that were within or near the interfaces between materials and close to defect sites were avoided in this study. In Figure 5-3, circled impressions were excluded from data analysis. Using the method of Oliver and Pharr [16] summarized by Eqs.(5-1) to (5-4) in Section 5.2, the elastic modulus and hardness were
determined from the load-displacement curve of each material in different specimens. For a diamond indenter tip, $E_i = 1140$ GPa and $v_i = 0.07$ [16] while $v_s$ was assumed to be 0.309 for Cu$_6$Sn$_5$, 0.299 for Cu$_3$Sn, 0.30 for Ag$_3$Sn, 0.30 for eutectic solder, and 0.33 for Cu [21-22, 27]. Results of elastic properties are summarized in Table 5-2.

Table 5-2: Elastic properties (elastic modulus and hardness) of Cu$_6$Sn$_5$, Cu$_3$Sn, Ag$_3$Sn, Eutectic Solder, and Cu materials.

<table>
<thead>
<tr>
<th>Joint Thickness (µm)</th>
<th>Cu$_6$Sn$_5$ IMC</th>
<th>Ag$_3$Sn IMC</th>
<th>Cu$_3$Sn IMC</th>
<th>Bulk Solder</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E (GPa)</td>
<td>H (GPa)</td>
<td>E (GPa)</td>
<td>H (GPa)</td>
<td>E (GPa)</td>
</tr>
<tr>
<td>15</td>
<td>112.32±1.21</td>
<td>7.73±0.18</td>
<td>88.69±4.18</td>
<td>3.38±0.25</td>
<td>100.83±4.65</td>
</tr>
<tr>
<td>25</td>
<td>117.63±3.26</td>
<td>8.09±0.37</td>
<td>-</td>
<td>-</td>
<td>103.16±1.63</td>
</tr>
<tr>
<td>450</td>
<td>104.07±3.35</td>
<td>6.73±0.51</td>
<td>-</td>
<td>-</td>
<td>102.67±4.80</td>
</tr>
<tr>
<td></td>
<td>130.08±2.69</td>
<td>7.57±0.21</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>131.71±3.27</td>
<td>7.49±0.27</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>118.65±2.18</td>
<td>6.19±0.56</td>
<td>58.35±2.27</td>
<td>0.30±0.025</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5-4 shows the size effect of joint thickness on elastic properties for Cu$_6$Sn$_5$, Cu$_3$Sn, and Cu materials. Overall, the experimental results of elastic properties for the different materials were found within the range of literature [22-23, 26, 28-29].

It can be seen from Table 5-2 and Figure 5-4 that the elastic modulus and hardness show noticeable changes as the specimen size changes.
Figure 5-4(a, b): Elastic modulus and hardness versus joint thickness for Cu₆Sn₅ IMC

Figure 5-4(c, d): Elastic modulus and hardness versus joint thickness for Cu₃Sn IMC

Figure 5-4(e, f): Elastic modulus and hardness versus joint thickness for Cu.

The elastic modulus and hardness of Cu₆Sn₅ IMC first increase and then decrease as joint thickness changes from 450 to 25 and then to 15 µm. Overall, the SS specimens show higher
average elastic modulus and hardness compared to LS specimen. This can be considered a sign of size effects playing a role in this IMC. Similarly, the elastic modulus for Cu₃Sn IMC shows similar behavior as in Cu₆Sn₅ IMC while hardness shows monotonic increase as the joint thickness decreases. Cu results show similar values for elastic modulus in all specimens. Therefore, this property was found to be independent of joint thickness. Hardness results for Cu show increase in values obtained for SS specimens. For Ag₃Sn IMC and eutectic solder, comparison of elastic properties with respect to joint thickness was not possible. This was because of the limited size and limited availability of these phases in the respected specimens. Phases were either missed or very small and therefore, it was extremely difficult to locate nanoindentation tests on them.

Table 5-3: Plastic properties (yield strength and work hardening exponent) of Cu₆Sn₅ IMC, Cu₃Sn IMC, Ag₃Sn IMC, Eutectic Solder, and Cu.

<table>
<thead>
<tr>
<th>Joint Thickness (µm)</th>
<th>Cu₆Sn₅ IMC</th>
<th>Ag₃Sn IMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>σₚ (MPa)</td>
<td>n</td>
<td>σₚ (MPa)</td>
</tr>
<tr>
<td>15</td>
<td>2382.38±149.41</td>
<td>0.19±0.021</td>
</tr>
<tr>
<td>25</td>
<td>3264.99±507.77</td>
<td>0.11±0.009</td>
</tr>
<tr>
<td>450</td>
<td>2000.02±403.93</td>
<td>0.23±0.054</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cu₃Sn IMC</th>
<th>Bulk Solder</th>
</tr>
</thead>
<tbody>
<tr>
<td>σₚ (MPa)</td>
<td>n</td>
</tr>
<tr>
<td>15</td>
<td>2200.32±138.02</td>
</tr>
<tr>
<td>25</td>
<td>2361.96±63.02</td>
</tr>
<tr>
<td>450</td>
<td>1481.59±358.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Joint Thickness (µm)</th>
<th>Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>σₚ (MPa)</td>
<td>n</td>
</tr>
<tr>
<td>15</td>
<td>17.89±1.30</td>
</tr>
<tr>
<td>25</td>
<td>18.59±2.68</td>
</tr>
<tr>
<td>450</td>
<td>11.78±0.78</td>
</tr>
</tbody>
</table>
Eqs.(5-5) to (5-8) were used to extract the yield strength and work hardening exponent from the load-displacement curves for each phase. The results in different specimens are listed in Table 5-3 and are visualized in Figure 5-5, for all different materials tested in this study.

Cu$_6$Sn$_5$ IMC shows an increase in yield strength as the joint thickness increases from 15 µm to 25 µm, and yield strength decreases as the joint thickness experiences a further increase from 25 µm to 450 µm. For the same material, work hardening exponent decreases and then increases as the joint thickness increases from 15 µm to 25 µm and then to 450 µm. Therefore, similar non-monotonic behavior in the values of yield strength and work hardening exponent is observed.

When values of yield strength and working hardening exponents extracted for Cu$_6$Sn$_5$ IMC are compared in SS and LS specimens, SS specimens show higher yield strength and lower work hardening exponents compared to the values of LS specimen. This was attributed to the size effect. Our plastic properties of Cu$_6$Sn$_5$ IMC were also compared to the reported values from literature. The yield strength from our study was within the range of the reported values by Deng et al. and Song et al. [22, 23]. However, the current value of work hardening exponent correlates well with the value obtained in Song’s work [23].

Similarly, Cu$_3$Sn IMC has shown an identical behavior as that associated with Cu$_6$Sn$_5$ IMC. Yield strength slightly increases and then decreases while work hardening exponent decreases and then increases as the joint thickness increases from 15 µm to 25 µm and then to 450 µm. Overall, the SS specimens show higher yield strength and lower work hardening exponents compared to the values extracted from LS specimens. Therefore, this was attributed to the size effects. The reported values for the yield strength for Cu$_3$Sn IMC, from this study, are reasonable compared to the documented literature values summarized in Table 5-1 [22, 23]. However, our
values for the work hardening exponent are much higher compared to the values in the literature [22, 23] as summarized in Table 5-1.

Figure 5-5(a, b): Yield strength and work hardening exponent versus joint thickness Cu$_6$Sn$_5$ IMC.

Figure 5-5(c, d): Yield strength and work hardening exponent versus joint thickness Cu$_3$Sn IMC.

Figure 5-5(e, f): Yield strength and work hardening exponent versus joint thickness Cu.
The values obtained for Ag₃Sn were compared with the values reported in the literature, see Table 5-4. Our value of yield strength for Ag₃Sn, 254.76±54.57 MPa, is lower than but close to the value reported by Song et al. [23], 334.1±39.1 MPa. However, it is significantly lower than that reported by Deng et al. [22], 794±92 MPa.

Table 5-4: Comparison of plastic properties of different materials in the current study with those reported in the literature.

<table>
<thead>
<tr>
<th>IMC Type</th>
<th>Current Study</th>
<th>Reference 22</th>
<th>Reference 23</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu₆Sn₅ IMC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Joint Thickness (µm)</td>
<td>σᵧ, (MPa)</td>
<td>n</td>
</tr>
<tr>
<td>15</td>
<td>2382.38±149.41</td>
<td>0.19±0.021</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>3264.99±507.77</td>
<td>0.11±0.009</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>2000.024±03.93</td>
<td>0.23±0.054</td>
<td></td>
</tr>
<tr>
<td>Cu₅Sn IMC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Joint Thickness (µm)</td>
<td>σᵧ, (MPa)</td>
<td>n</td>
</tr>
<tr>
<td>15</td>
<td>2200.32±138.02</td>
<td>0.20±0.014</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>2361.96±63.02</td>
<td>0.16±0.009</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>1481.593±58.72</td>
<td>0.28±0.045</td>
<td></td>
</tr>
<tr>
<td>Ag₃Sn IMC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Joint Thickness (µm)</td>
<td>σᵧ, (MPa)</td>
<td>n</td>
</tr>
<tr>
<td>15</td>
<td>254.76±54.57</td>
<td>0.47±0.014</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Eutectic Solder</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Joint Thickness (µm)</td>
<td>σᵧ, (MPa)</td>
<td>n</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>0.37±0.069</td>
<td>0.61±0.001</td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Joint Thickness (µm)</td>
<td>σᵧ, (MPa)</td>
<td>n</td>
</tr>
<tr>
<td>15</td>
<td>17.89±1.3</td>
<td>0.56±0.002</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>18.59±2.68</td>
<td>0.55±0.004</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>11.78±0.78</td>
<td>0.58±0.002</td>
<td></td>
</tr>
</tbody>
</table>
The work hardening exponent of 0.47±0.014 MPa was found to be much higher than the values reported in literature [22, 23]. Cu has shown similar values for yield strength and work hardening exponent in SS specimens. When these values compared with those obtained from LS specimen, higher yield strength is found in SS specimens while comparable value was obtained for the work hardening exponent in all specimens. Overall, the plastic properties for the Cu, obtained in our study, are reasonable compared to the values reported in the literature [21], as seen in Table 5-4. However, they show significant difference with those reported by Deng et al. [22].

5.6 Local Mechanical Properties of Cu₆Sn₅ IMC

Of the 105 indents in the array, an average of 10 to 30 indents were located within individual grains and were used to compare the variation of the mechanical properties from one grain to another. Some of the indents were excluded either if they were not successfully made, were within a grain boundary region, or were on inclusions. Figure 5-6 shows SEM images and EBSD maps of two different pre-indented Cu₆Sn₅ IMC grains. 10 indents were located within grain #1 and 28 indents were located within grain #2.

Figure 5-6(a, b): SEM images of two different Cu₆Sn₅ grains.
Figure 5-6(c, d): Band contrast (top) and orientation maps for Cu₆Sn₅ grains in a and b.

Figure 5-6(e, f): Phase maps for Cu₆Sn₅ grains in a and b.

Figure 5-6(g, h): (g) shows the inverse pole figures for orientation maps in c and d. (h) shows the color code in e and f.

Grains #1 and 2 are selected as they have shown distinctive local orientations as one could distinguish based on the difference in color of each grain using the orientation maps in Figure 4-6(c and d), color interpretation of figure 5-6(g) as well as the EBSD local orientation data.
provided in Table 5-5. When the local orientation of each Cu₆Sn₅ grain, given in Table 5-5, is related to the indentation loading direction, grain #1 was found to have its c-axis is almost perpendicular to the loading direction and grain #2 to have its c-axis is nearly parallel to the loading direction. These local orientations corresponded to the following Burge Euler angles (ϕ₁, Ψ, ϕ₂) = (189.3°, 55.4°, 54.4°) and (358.8°, 881°, 36.1°) for grain #1 and #2, respectively as summarized in Table 5-5.

Using nanoindentation load-displacement curves associated with these indents, elastic modulus and hardness for each of the indents were calculated. For each Cu₆Sn₅ IMC grain, these local
mechanical properties were then averaged and the final results are displayed and summarized in Figure 5-7 and Table 5-5, respectively. Figure 5-7 and Table 5-5 show that both the elastic modulus and hardness are different in one grain from the other. Grain #1 show higher elastic modulus and hardness compared to grain #2. Higher elastic modulus in specific direction of Cu₆Sn₅ IMC crystal was attributed to the elastic anisotropy associated with Cu₆Sn₅ hexagonal structure [31]. The origin of elastic isotropy was attributed to the difference in bonding strength along some directions compared to the others [31]. Higher hardness was attributed to the limited slip systems present in the hexagonal structure.

Table 5-5: Summary of elastic properties of two different Cu₆Sn₅ IMC grains.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Grain</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Average Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>E (Gpa)</td>
<td>1</td>
<td>127.57</td>
<td>3.99</td>
<td>120.99</td>
<td>132.4</td>
<td>189.3 55.4 54.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>117.39</td>
<td>5.3</td>
<td>107.36</td>
<td>125.16</td>
<td>358.8 88.1 36.7</td>
</tr>
<tr>
<td>H(GPa)</td>
<td>1</td>
<td>8.137</td>
<td>0.373</td>
<td>7.456</td>
<td>8.57</td>
<td>189.3 55.4 54.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.475</td>
<td>0.631</td>
<td>6.123</td>
<td>8.425</td>
<td>358.8 88.1 36.7</td>
</tr>
</tbody>
</table>

5.7 Conclusions

The following conclusions can be drawn from our study on the size effects on the mechanical properties of as-soldered Sn-3.5Ag/Cu-substrate joints.

- The results of elastic properties for IMCs and eutectic solder show significant size effects. Values of elastic modulus increase as the joint size decreases.
- Plastic properties show a correlation with the joint size. As the joint size decreases, the yield strength of Sn-Cu IMCs increases while the work hardening exponent decreases.
- Local elastic properties of Cu₆Sn₅ IMC grains show strong correlation with the local crystallographic characteristics of the grains.
Lower elastic modulus and hardness are obtained in grains that have their c-axis of the Cu₆Sn₅ IMC hexagonal structure deviates from being perpendicular to the nanoindentation loading direction.
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Chapter 6: Fracture Toughness of Bonds Using Interfacial Stresses in Four-Point Bending Tests

Abstract
Bond strength is an important factor in electronic and photonic packaging. Measuring bond characteristics, strength, and fracture toughness is particularly difficult in microelectronic devices where miniaturized bonds are used (e.g., wafer bonding and 3 dimensional integrated circuits). Since applying load directly to the bonds is proven difficult, four-point bending test with notched specimen has been typically used to facilitate fracture toughness measurements at small scale. This method is based on experiencing large peeling and shear stresses at the interface of two layers of different materials at the notch. However, there is a lack of analytical solution that can be used to determine the peeling and shear stresses at the interface of four-point bend specimen. This manuscript presents analytical modeling of peeling and shear stresses in tri-layer four-point bend specimens. Strength of materials approach with the assumption of small strains, within elastic region, is adopted in this study for evaluation of stresses and displacements. Furthermore, beam theory is utilized to develop equations that describe the moments and shear forces in the assembly due to the four-point bending loads. Second and fourth order differential equations are derived for shear and peeling stresses respectively at the interfaces of the assembly. Boundary conditions are determined based on load, supports and shear force and moment diagrams of the assembly. The problem solution is obtained by solving the governing differential equations instantaneously using standard methods. Finite-Element-based simulation is used to compare with and verify the analytical
solution. This work also presents an alternative approach where the stresses at the notch are used to determine the fracture toughness. An experiment is conducted on a specimen with intermetallic material as bond material. The analytical approach is then verified with the results of four-point bending experiment and is validated using the conventional technique (which is based on energy equilibrium and presented by equation 60).

**Key words:** Interfacial shear and peeling stresses; four-point bending; stress intensity factor; fracture toughness.

### 6.1 Introduction

Electronic devices are used in almost every daily activity as well as in applications such as health care, aerospace, military, and numerous others. Failure may have severe consequences and result in large economical loss or loss of human lives. Therefore, reliability is a critical parameter that electronic manufacturers need to investigate during the design phase.

Electronic packages usually consist of multilayered structures connected together by different means. Different types of bonding may be used in miniaturized packages such as solid-liquid-inter-diffusion bonds, thermo-compression bonds, or adhesive bonds. The strength of the bond to sustain mechanical and thermo-mechanical stresses during the manufacturing and service life is a key consideration. The ability to predict and possibly minimize the causes of failure in microelectronic and photonic devices is of obvious practical importance. One of the major contributors to the failure in such assemblies is interfacial brittle fracture which is considered a critical problem in design and manufacture of electronic and composite packages [1-2].

Fracture and failure at the interface can happen due to stresses caused by mechanical or thermal mismatch, or a combination of both. The fracture in such assemblies could be
quantified by specifying the bond fracture toughness according to the type of loading condition. In most fabrication and operation conditions, the components are subjected to tension (mode I), shear (mode II), out-of-plane shear (mode III), or mixed-mode (modes I+II) loading [3]. Depending on the loading conditions, several experimental techniques are available to evaluate bond strength. For example, four-point bend test, double-cantilever beam and Chevron tests are commonly used to address and measure the strength and fracture toughness of interfacial bonds when mixed mode loading conditions exist [4-5]. Four-point bending test in particular is based on stresses developed at the interface of multilayer notched specimen and is used to determine the fracture toughness of interface or bond layer. Failure occurrence at interface of bi- or multi-layer assemblies is usually attributed to the stresses at that region. Conventional four-point bending techniques use the bending moment to determine the fracture toughness of the bond without attempting to determine the stresses at the tip of the crack or at the interface material. Although this technique has several advantages such as ease of use and applicability to cases that initial crack length is not known, understanding the stresses developed at the interface, and relating these stresses to fracture toughness is scientifically significant. Closed-form solutions of interfacial shear and peeling stresses under thermal loading have been obtained based on either strength of materials, theory of elasticity, or classical beam theory. One of the earlier solutions was developed by Timoshenko [6] who found the interfacial forces in bi-layer material due to thermal loading and based on theory of bending. He concluded that the interfacial forces are concentrated at the free edges and consisted of shear and peeling forces. His model leads to simple and sufficiently accurate solutions to evaluate deflection and forces at the interface of bi-material thermo-sets.
However, the solution does not provide formulas for the distribution of interfacial shear and peeling stresses at the interface.

Since the conception of Timoshenko’s solution [6], considerable attention has been devoted to the analysis of the interfacial stresses under thermal loading [7-15]. Suhir [7] expanded upon Timoshenko’s beam theory model and based his model on the assumption that the deviation of the longitudinal interfacial displacement at an interfacial point is proportional to the interfacial shear stress at that point. He obtained a remarkably simple solution and has extended the model to multilayered structures [8]. Suhir’s hypothesis showed that the axial interfacial displacement is proportional to the shear stress at a particular point. Ru [9] introduced an amendment to Suhir’s hypothesis in which the axial interfacial displacement is also proportional to the second derivative of shear stress at the same point. Several other studies have modified Suhir’s and Timoshenko’s studies on thermal loading [11-13].

Despite the need for a closed form analytical solution for quantitative calculation of stresses due to mechanical loading at the interface, very few studies have been conducted. Suhir [16] derived a solution based on his previous works [7-8, 14-15], considering a bi-material structure in which a tensile force or moment is applied to one layer. He obtained two separate equations to calculate interfacial shear and peeling stresses between the layers. Other studies [18-20], based on Taljsten’s approach [17], have been conducted to develop a closed-form solution of interfacial stresses in beams strengthened by adhesively bonded plates. The solution proposed by Taljsten related the interfacial displacements and structure deflection to the interfacial shear and peeling stresses respectively. However, the solution neglected the stiffness of the strengthening plate. Smith and Teng [18] developed an analytical model based on theory of elasticity to calculate the interfacial shear and normal stresses between a plate and retrofit
beam. Unlike Taljstens approach, Smith and Teng considered the stiffness of the strengthening plate in their solution.

Abdelouahed et al. [19-20] revised Smith and Teng’s [18] method to incorporate the interfacial shear deformations using linear and parabolic formulas to express the interfacial shear deformation effect. Their methods are applied to large structures and components where the elastic and geometric features of the beam determine the order of magnitude of the stresses at the interface. Despite the extensive use of four-point bending test specimens for quantifying bond strength, no analytical solution is available to determine the interfacial stresses at the notch. This makes verifying the technique with a conventional fracture mechanics approach impossible.

We have developed a simple predictive analytical model that enables the assessment of the interfacial shearing and peeling stresses and strains in multilayered assemblies due to four-point loading in notched specimens. The model is validated using pre-existing formula for fracture toughness measurements in four-point bending tests.

6.2 Analysis

Let a bi-material assembly with a continuous bonding layer be manufactured with four-point bending geometry as shown in figure 6-1(a). The present model has been built on the following assumptions.

- All stresses and strains are low enough to allow a linear elastic approach to be applied.
- Stresses and strains are evaluated using strength of material equations.
- The interfacial layer is very thin compared to the thicknesses of the adherends resulting in the interfacial shear and normal stresses being unchanged through the thickness.
- The interface material is brittle that only experiences elastic deformation up to the point of fracture.
- The bonding layer does not carry bending moments.
- The interfacial shear stresses can be determined without considering the effect of peeling stresses.
- When interfacial shear stress is considered, the curvatures of layers are equal. This assumption is disregarded when normal stress is derived.
- The interfacial shear stresses are calculated based on the compatibility conditions of the displacements.
- When the interfacial peeling stress is calculated, the layers will deform differently which allow them to have different curvatures.
- The peeling stresses are proportional to the difference between the deflections of the layers.

### 6.2.1 Free-Body Diagram and Equilibrium Equations

Figure 6-1(b) shows the free-body diagram for a differential segment of the tri-layer assembly with a length dx. To simplify the derivation, it is assumed that the segment is loaded by a uniformly distributed load, q (N/m). The distance from the centerline of the assembly to the free edges is (L/2). The Poisson ratio, elastic modulus, width, and the thickness of each layer are, \( v_i, E_i, b_i \), and \( h_i \) respectively. \( i = 1 \) and \( 2 \) denotes top and bottom layers, and \( i = a \) denotes the interfacial layer. The free-body diagram also shows the interfacial shear and peeling stresses, \( \tau(x) \) and \( \sigma_p(x) \) as well as the cross-sectional loads and moments, \( N_i(x), M_i(x), \) and \( V_i(x) \). The forces and moments equilibrium at each cross section implies that:
From equilibrium of forces in x-direction, one gets
\[
\frac{dN_1(x)}{dx} = -b_1 \tau(x) \quad (6-1)
\]
\[
\frac{dN_2(x)}{dx} = b_2 \tau(x) \quad (6-2)
\]

From equilibrium of forces in y-direction, one gets
\[
\frac{dV_1(x)}{dx} = -q - b_1 \sigma_p(x) \quad (6-3)
\]
\[
\frac{dV_2(x)}{dx} = b_2 \sigma_p(x) \quad (6-4)
\]

From equilibrium of moments about z-axis, one gets
\[
\frac{dM_1(x)}{dx} = V_1(x) \cdot \frac{b_1 \tau(x)}{2} \quad (6-5)
\]
\[
\frac{dM_2(x)}{dx} = V_2(x) \cdot \frac{b_2 \tau(x)}{2} \quad (6-6)
\]

6.2.2 Derivation of Interfacial Shear Stresses

According to aforementioned assumptions, strains in the top and bottom adherends can be expressed as:
\[
\varepsilon_1(x) = \frac{du_1(x)}{dx} = \varepsilon_1^M(x) + \varepsilon_1^N(x) \quad (6-7)
\]
\[
\varepsilon_2(x) = \frac{du_2(x)}{dx} = \varepsilon_2^M(x) + \varepsilon_2^N(x) \quad (6-8)
\]

\(u_1(x)\) and \(u_2(x)\) are the longitudinal interfacial displacement at the bottom of layer 1 and top of layer 2 respectively. \(\varepsilon_1^M(x)\) and \(\varepsilon_2^M(x)\) are strains induced by the bending moment at layer 1 and 2 respectively and are as follows:
Figure 6-1: (a) General notched tri-layer four-point bend assembly. (b) Free body diagram of segment (dx).

\[ \varepsilon_1^M(x) = \frac{h_1}{2E_1 I_1} M_1(x), \]  
\[ \varepsilon_2^M(x) = \frac{h_2}{2E_2 I_2} M_2(x) \]  
\[ I_1 = \frac{b_1 h_1^4}{12} \]
\[ I_2 = \frac{b_2 h_2^3}{12} \]  

\[ I_1 \text{ and } I_2 \] are the moment of inertia for layer 1 and 2 respectively. \( \varepsilon_N^1(x) \) and \( \varepsilon_N^2(x) \) are the longitudinal strains due to the longitudinal forces and given as:

\[ \varepsilon_N^1(x) = \frac{N_1(x)}{E_1 A_1} \text{ and} \]

\[ \varepsilon_N^2(x) = \frac{N_2(x)}{E_2 A_2} \]  

\( N_1 \) and \( A_1 \) are the axial forces and cross sectional areas, respectively. Assuming equal curvature in the top and bottom adherends, the relationship between the flexural rigidities and the moments in the two adherends can be expressed as:

\[ R = \frac{E_1 h_1}{E_2 h_2} \]

\[ M_1(x) = R M_2(x) \]  

Considering the horizontal and moment equilibria, the total bending moment and the bending moment in each layer are obtained in the following forms:

\[ M_T(x) = M_1(x) + M_2(x) + N_1(x)(y_1 + h_a) + N_2(x)(y_2 + h_a) \]  

\[ M_1(x) = \frac{R}{R+1} \left[ M_T(x) - b_2 \int_0^x \tau(\xi)(y_1 + y_2 + h_a) \, d\xi \right] \]  

\[ \frac{dM_1(x)}{dx} = \frac{R}{R+1} \left[ V_T(x) - b_2 \tau(x)(y_1 + y_2 + h_a) \right] \]  

\[ M_2(x) = \frac{1}{R+1} \left[ M_T(x) - b_2 \int_0^x \tau(\xi)(y_1 + y_2 + h_a) \, d\xi \right] \]  

\[ \frac{dM_2(x)}{dx} = \frac{1}{R+1} \left[ V_T(x) - b_2 \tau(x)(y_1 + y_2 + h_a) \right] \]  

where \( y_1 \) and \( y_2 \) are distances from the bottom of layer 1 and the top of layer 2 to their respective neutral axis. The interfacial shear stress can be related to displacements at the interface using Hook’s law which allows for the compatibility condition of displacements at the interface to be expressed in the following form:

\[ 170 \]
\[ \tau(x) = K_s [u_2(x) - u_1(x)] \]  \hspace{1cm} (6-18)

where \( K_s \) is shear stiffness and is approximated as follows [17-20]

\[ K_s = \frac{G_s}{h_s} \]  \hspace{1cm} (6-19)

\( G_s \) and \( h_s \) are the shear modulus and the thickness of the interlayer (bond) respectively.

Differentiating the above expression results in:

\[ \frac{d\tau(x)}{dx} = K_s \left[ \frac{du_2(x)}{dx} - \frac{du_1(x)}{dx} \right] \]  \hspace{1cm} (6-20)

Substituting Eqs.(6-9) and (6-10) into Eqs.(6-7) and (6-8) and the resulting expression into Eq.(6-22), the following equation is obtained:

\[ \frac{d\tau(x)}{dx} = K_s \left[ - \frac{b_2}{2E_2} \frac{M_2(x)}{E_2A_2} + \frac{N_2(x)}{E_2A_2} - \left( \frac{b_1}{2E_1A_1} \frac{M_1(x)}{E_1A_1} + \frac{N_1(x)}{E_1A_1} \right) \right] \]  \hspace{1cm} (6-21)

Differentiating Eq.(6-21) and substituting shear (Eqs.(6-15) and (6-17)) and axial (Eqs.(6-1) and (6-2)) forces into Eq.(6-21) provide the following governing second-order differential equation:

\[ \frac{d^2\tau(x)}{dx^2} - K_s b_2 \left[ \frac{1}{E_1A_1} + \frac{1}{E_2A_2} + \frac{(\gamma_1 + \gamma_2)(\gamma_1 + \gamma_2 + \delta_h)}{E_1A_1 + E_2A_2} \right] \tau(x) + K_s \left[ \frac{(\gamma_1 + \gamma_2)}{E_1A_1 + E_2A_2} \right] V_\tau(x) = 0 \]  \hspace{1cm} (6-22)

The general solution presented below is limited to either concentrated or uniformly distributed loading over a finite section or the entire length of the assembly. For such loading \( \frac{d^2\tau(x)}{dx^2} = 0 \), and the general solution is given by:

\[ \tau(x) = B_1 \exp(-\lambda x) + B_2 \exp(\lambda x) + m_1 V_\tau(x) \]  \hspace{1cm} (6-23)

where:

\[ m_1 = \frac{K_s}{\lambda^2} \left[ \frac{(\gamma_1 + \gamma_2)}{E_1A_1 + E_2A_2} \right] \]  \hspace{1cm} (6-24)

\[ \lambda^2 = \frac{b_2}{K_s} \left[ \frac{1}{E_1A_1} + \frac{1}{E_2A_2} + \frac{(\gamma_1 + \gamma_2)}{E_1A_1 + E_2A_2} \right] \]  \hspace{1cm} (6-25)
### 6.2.3 Derivation of Interfacial Peeling Stresses

The interfacial peeling stress is proportional to the difference of the deflections expressed as follows:

\[ \sigma_p(x) = \delta_{12} [w_2(x) - w_1(x)] \]  \hspace{1cm} (6-26)

\[ \delta_{12} = \frac{E_s}{b_s} \]  \hspace{1cm} (6-27)

\( \delta_{12} \) is the normal stiffness of the interface layer and \( w_1(x) \) and \( w_2(x) \) are the vertical deflections of layer 1 and 2 respectively.

Beam theory gives the relation between the moments and curvatures as follows:

\[ \frac{d^2 w_2(x)}{dx^2} = \frac{M_2(x)}{E_2 I_2} \], and \hspace{1cm} (6-28a)

\[ \frac{d^2 w_1(x)}{dx^2} = \frac{M_1(x)}{E_1 I_1} \] \hspace{1cm} (6-28b)

Differentiating Eqs.\((6-28a)\) and \((6-28b)\) twice, substituting Eqs.\((6-3)\) to \((6-6)\) into the resulting expression, and plugging the final results into Eq.\( (6-26) \) after it is differentiated four times, the governing differential equation for interfacial peeling stress is given as follows.

\[ \frac{d^4 \sigma_p(x)}{dx^4} + \delta_{12} \left( \frac{b_1}{E_1 I_1} + \frac{b_2}{E_2 I_2} \right) \sigma_p(x) + \delta_{12} \left( \frac{b_1 h_1}{2 E_1 I_1} - \frac{b_1 h_2}{2 E_2 I_2} \right) \frac{d^2 \sigma_p(x)}{dx^2} + \delta_{12} \left( \frac{q}{E_1 I_1} \right) = 0 \] \hspace{1cm} (6-29)

The general solution to this fourth-order differential equation is:

\[ \sigma_p(x) = e^{\beta x} \left[ D_1 \cos(\beta x) + D_2 \sin(\beta x) \right] \left[ e^{\beta x} \left[ D_3 \cos(\beta x) + D_4 \sin(\beta x) \right] \right] - n_1 \frac{d\tau(x)}{dx} - n_2 q \] \hspace{1cm} (6-30)

\[ \beta^4 = \frac{E_s b_2}{4h_1} \left( \frac{1}{E_1 I_1} + \frac{1}{E_2 I_2} \right) \] \hspace{1cm} (6-31a)

\[ n_1 = \left( \frac{y_1 E_1 I_1 + y_2 E_2 I_1}{E_1 I_1 + E_2 I_2} \right), \hspace{1cm} (6-31b) \]

\[ n_2 = \frac{E_2 I_2}{b_2 (E_1 I_1 + E_2 I_2)} \] \hspace{1cm} (6-31c)
Since the assembly is subjected to point loads applied in a symmetrical manner, the interfacial peeling stress is symmetric with respect to the mid-cross section. This enables the elimination of the asymmetric terms as well as the last term from the solution as follows:

\[ D_2 = D_4 = 0, \text{ and } q = 0 \]  

\[ \sigma_p(x) = e^{\beta x} [D_1 \cos(\beta x)] + e^{\beta x} [D_3 \cos(\beta x)] - n_1 \frac{\partial \sigma(x)}{\partial x} \]  

(6-32)  

(6-33)

### 6.2.4 Application of Boundary Conditions

In order to use the expressions of interfacial peeling and shearing stresses, appropriate boundary conditions must be used to solve for the coefficients. A simply supported composite beam as shown in Figure 6-1(a) is investigated which is subjected to an arbitrary four-point bending load. The specimen has a notch which is located at specimen’s mid-span and it deepens into the bottom and intermediate layers.

#### 6.2.4.1 Interfacial Shear Stress

The geometry is symmetric with respect to mid span notch as it is shown in figure 6-1(a). In the following analysis, the right portion of the specimen is considered. Since the last term in Eq.(6-23) represents the contribution of the shear force in the interfacial shear stress, the general solution must be written according to the shear force value as it varies with distance from mid-cross section towards the right edge. Substituting the appropriate expression for the shear force results in the general solution for the interfacial shear stress as follows:

\[ \tau_1(x) = B_1 \exp(-\lambda x) + B_2 \exp(\lambda x), \quad 0 \leq x \leq L_2 \]  

(6-34)

\[ \tau_2(x) = B_3 \exp(-\lambda x) + B_4 \exp(\lambda x) - m_1 P, \quad L_2 \leq x \leq \frac{L}{2} \]  

(6-35)

Applying the following boundary conditions makes it possible to solve for the unknown constants in Eqs.(6-34) and (6-35).  
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1- At the notch, the total moment and the shear force are carried by the top layer.

\[ M_2(L_1) = 0, \]  
\[ N_1(L_1) = N_2(L_1) = 0, \text{ and} \]  
\[ M_1(L_1) = M_2(L_1) = \frac{pl}{4} \]  

Substituting Eqs. (6-9) and (6-10) into Eq. (6-20) and simplifying the resulting expression using the above boundary conditions gives:

\[ \frac{d\tau_1(L_1)}{dx} = m_2 M_2(L_1) \]  
(6-37a)

Where  
\[ m_2 = \frac{y_1 G_3}{E_1 l_1 t_1} \]  
(6-37b)

2- The interfacial shear stress is continuous under the point load [18-20].

\[ \tau_1(L_2) = \tau_2(L_2) \]  
6-38

3- The first derivative of interfacial shear stress is continuous under the point load [18-20].

\[ \frac{d\tau_1(L_2)}{dx} = \frac{d\tau_2(L_2)}{dx} \]  
(6-39)

4- It is assumed that a local maximum value of interfacial shear stress occurs at the ends resulting in the first derivative of the interfacial shear stress dropping out of the equation. This assumption is based on the fact that the interfacial displacement increases as we approach further from the mid-point and it reaches maximum values at the free edges [16].

\[ \frac{d\tau_2(L_2)}{dx} = 0 \]  
(6-40)

Substituting Eqs. (6-34) and (6-35) into Eqs. (6-37) to (6-40), the coefficients of the interfacial shear stresses are found as:

\[ B_1 = \frac{1}{2} \frac{m_2 \lambda P \left( \frac{n_2}{2} - \frac{n_1}{2} \right) - 2m_2 M_2(L_1) \frac{n_2}{2}}{\lambda \left( \frac{n_1}{2} - \frac{n_2}{2} \right)} \]  
(6-41)
Interfacial Peeling Stress

Since the interfacial shear stress is expressed in two regions by Eqs. 6-34 and 6-35, and the last term in Eq. 6-33 shows the contribution of interfacial shear stress in the normal stress, the normal stress must be expressed in these corresponding regions by the two expressions that follow:

\[
\sigma_p(x) = R_1 e^{\beta x} \cos(\beta x) + R_2 e^{\beta x} \cos(\beta x) - n_1 \frac{d\gamma_n(x)}{dx}, \quad 0 \leq x \leq L_2
\]  

\[
\sigma_p(x) = R_3 e^{\beta x} \cos(\beta x) + R_4 e^{\beta x} \cos(\beta x) - n_1 \frac{d\gamma_n(x)}{dx}, \quad L_2 \leq x \leq L
\]

Appropriate boundary conditions are developed below.

1- The total moment and total shear force are carried by the top layer at the notch.

\[ M_1(L_1) = M_T(L_1) = \frac{pL}{4} \]  

\[ V_1(L_1) = V_T(L_1) = 0 \]

Differentiating Eq. (6-27) two times and substituting Eqs. (6-5) and (6-6) into the resulting expression lead to the following relationship at the notch:

\[
\frac{d^2 \sigma_p(x)}{dx^2} = \frac{E_1 M_T(L_1)}{E_1 L_1 b_4}
\]

2- The peeling stress is continuous at the point load which is expressed in the following equality [18]:

\[
B_2 = \frac{1}{2} \frac{m_2}{e^2} \left( \frac{\partial^2}{\partial x^2} \right) \left( \frac{e^{IL_2} - e^{IL_1}}{e^{IL_2} - e^{IL_1}} \right) + 2m_2 M_T(L_1)
\]

\[
B_3 = \frac{1}{2} \frac{m_2}{e^2} \left( \frac{\partial^2}{\partial x^2} \right) \left( \frac{e^{IL_2} - e^{IL_1}}{e^{IL_2} - e^{IL_1}} \right) + 2m_2 M_T(L_1)
\]
\[ \sigma_{p_1}(L_2) = \alpha \sigma_{p_2}(L_2) \]  

(6-49)

3- The first derivative of the interfacial peeling stress is a continuous function written as follows [18]:

\[ \frac{d\sigma_{p_1}(L_2)}{dx} = \frac{d\sigma_{p_2}(L_2)}{dx} \]  

(6-50)

4- It is assumed that a local maximum value of interfacial peeling stress occurs at the free edge. So the first derivative of interfacial peeling stress vanishes at that end [16]:

\[ \frac{d\sigma_{p_2}(L_5)}{dx} = 0 \]  

(6-51)

Application of the above boundary conditions to Eqs. (6-45), and (6-46), defines the coefficients of the solution thus giving an expression to the interfacial peeling at any point along the structure interface. For complete version of the solution, expressions for coefficients \( R_1, R_2, R_3, \) and \( R_4 \) are listed in the appendix A.

### 6.2.4.3 Numerical Example and Discussion

The formulation developed in the previous sections will be used to determine the shear and peeling stresses at the interface for a typical example used in electronic materials testing. In the electronic industry, inter-diffusion bonding is a popular method used to fabricate integrated circuit components. Table 6-1 summarizes the geometry and material properties of an arbitrary example of a three-layered specimen in which the layers are bonded to each other by creating an Intermetallic Compound (IMC).

<table>
<thead>
<tr>
<th>Component</th>
<th>Material</th>
<th>Young’s Modulus (Gpa)</th>
<th>Poisson ratio</th>
<th>Width (mm)</th>
<th>Thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top and bottom adherent layers</td>
<td>Cu</td>
<td>117.215</td>
<td>0.34</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Bonding layer</td>
<td>IMC</td>
<td>85</td>
<td>0.309</td>
<td>5</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 6-1: Dimension and material properties used in the current example.
Specimen’s length is 26 mm and the spans of the supports and the inner loading points are 16 and 26 mm, respectively. A critical load of 42.5N four-point load is symmetrically applied at a distance of 8mm from the center of the notch. Figures 6-2 and 6-3 show the interfacial shear and peeling stresses as a function of the distance from the mid-span.

Figure 6-2: Comparison of theoretical interfacial peeling stress versus FEA results
In order to verify the predictions of the present model, they were compared to those obtained from finite element models. For the given example, 2D FEA model has been generated using commercial finite-element software. The assembly was meshed using the PLANE42 element having 4 nodes and 2 degrees of freedom at each node. Progressive refinements in mesh density were examined under plane stress conditions. It was found that a minimum mesh density of 1239 nodes and 1116 elements produce results that are mesh-insensitive. The results of interfacial shear and peeling stresses calculated in Eqs. 6-34 to 6-35 and Eqs. 6-45 to 6-46 are plotted in Figures 6-2 and 6-3 along with the ones obtained from FEA model. It is clear from these figures that the derived expressions for the interfacial shear and peeling stresses give values that agree well with the ones obtained using the FEA program as the two values are hardly indistinguishable in most regions. From these comparisons, it is evident that Eqs.34-35 and 45-46 provide reasonably accurate maximum interfacial shear and peeling stresses at the notch.

The interfacial stresses are very critical in design, fabrication, and service of electronic packages due to the functional failures they could cause. Notched specimens can help in understanding the state of stresses in real applications. A parametric study has been conducted to gain additional understanding of how the stresses at the notch can be maximized. This knowledge helps in optimizing four-point bend test specimens and processes. In Figure 6-4, the interfacial stresses at the notch linearly increase as the load increases while all other parameters are fixed. One cause of the interfacial shear stress increase is the direct relationship between the moment and the applied load. The interfacial strains induced by the bending moments increase due to the increase in moment according to Eq.6-9. Their net increase adds up when Eqs.6-7 and 6-8 are substituted into Eq.6-18 which results in the
interfacial shear stress increase. The increase of the bending moment due to the increase in the applied load is also shown to have the same influence on the interfacial peeling stresses. Beam theory, Eq.6-29, shows the relationships between the moments and the curvatures in each layer of the beam. When Eq.6-29 is substituted into the compatibility equation (Eq.6-27), it causes the peeling stress to increase. The effect of beam length is also addressed. Figure 6-5 shows the change of interfacial stresses versus the change in specimen length while the inner loading points were kept half way between the mid-span and the free edges.

Figure 6-4: Applied load versus maximum interfacial stresses.

Figure 6-5: Specimen length versus maximum interfacial stresses.
Figure 6-5: Specimen length versus maximum interfacial stresses.
Both stresses increase linearly due to increase in total moment which is proportional to the specimen length as stated in Eq.6-36. The plot of interface modulus versus the interfacial stresses (Figure 6-6), shows that the interfacial shear stresses increase when the modulus of the interface layer increases. Eqs.6-19 and 6-27 show linear proportionality of the interfacial stresses to the interface modulus. Figure 6-6 also shows that the peeling stresses are less affected by the net increase of interfacial young’s modulus comparing to the obvious influence of the same factor on the interfacial shear stresses. Figure 6-7 shows inverse proportionality between the interfacial stresses and the thickness of the interface layer. The interaction between the interfacial stresses and the thickness of interface layer is shown symbolically in Eqs.6-18 and 6-27.

Figure 6-6: The Change in maximum interfacial stresses when elastic modulus of the interface material is varied
Fracture of the interface bond is one important aspect which needs to be taken into account because of its ability to affect the overall reliability of the package. Fracture mechanics has introduced two approaches for evaluating behavior of cracked structures under different remote loading conditions. The first approach, based on the first law of thermodynamics, is called the Energy Release Rate (ERR). It is the energy dissipated during fracture per unit of newly created fracture surface area. ERR states that crack extension occurs when the energy available for crack growth is sufficient to overcome the resistance of the material that prevents the crack to propagate through the material’s crystal structure. The second approach is called the Stress Intensity Factor (SIF) approach. It is a measure of the stress-field intensity near the tip of the crack caused by remote loading, and plays a major role in Linear Elastic Fracture Mechanics (LEFM) analysis.

Loading mode, crack length, and specimen geometries are the major parameters that affect the chosen technique of evaluating SIFs. One technique to evaluate the SIFs consists of
calculating the ERR and then using that value to calculate the SIFs based on the relationship between these two parameters. It is a straightforward technique commonly applied to problems involving pure loading modes in isotropic materials [21]. Complications arise in mixed-mode problems involving anisotropic materials, which make the above mentioned technique virtually unusable. The first issue in mixed-mode problems is mode partitioning in which the ERR must be separated into two or three components according to the number of modes that exist [22-23]. The second issue is the discontinuity of material properties through the specimen’s thickness [24-26] in multilayered or composite materials. Discontinuity of the stress field around the crack can occur resulting in the SIF no longer relating directly to the remote stress fields applied to the specimen.

Morias [21] overcame some of these issues using a technique which applies the force method in calculating the SIF from finite element (FE) models. Basically, SIFs are estimated from forces acting on nodes along a certain ligament at a specified distance from the crack tip. Linear regression analysis is performed on the obtained data and extrapolated to zero (crack tip) to give the SIF values [27]. The technique does not require paying close attention to the stress field around the crack. Isotropic and orthotropic specimens under mode-I, mode-II, and mixed-mode I+II loading can be handled under this approach. Layered structures have been shown to suffer from both mode mixity and material discontinuity issues [28]. Previous works have introduced the complex stress intensity factor concept [28-31]. The interfacial SIFs are calculated at the interface of a multilayered specimen taking into account the discontinuity of material properties, loading, and mode mixity.

In this section, an analytical equation to determine the stress intensity factor is developed making it possible to find the fracture toughness of interfacial bonds by evaluating the stresses
at the interface. A symmetric four-point bend test is commonly used to study the fracture behavior of multi-layered structures because of its capability of developing mixed-mode loading conditions [32-34]. Furthermore, for a crack located between the inner loading lines, the cracked ligament is under a constant moment condition [34-35]. This constant-moment region exhibits steady-state behavior of the ERR and allows for the calculation of the critical ERR based on the energy difference between cracked and un-cracked beams.

In obtaining interfacial measurements of layered specimens, the materials are assumed to act elastically and the effect of the residual stresses is ignored. The interface can be modeled as a semi-infinite layer which includes a crack. Crack length and thickness are assumed to be very small compared to the interface layer dimensions (Figure 6-8(a)). The interfacial stresses can then be treated as far-field tensile and shear stresses, Figure 6-8(b).

![Figure 6-8: (a) Interfacial stresses and crack geometry. (b) Averaged interfacial stresses.](image)

From previous calculations of section 2.5, the normal and shear stresses acting on the boundaries of the interface layer were obtained and found to be functions of material, loading, and geometric characteristics of the composite beam. Figure 6-8(a) shows a schematic view of
such stresses. These stresses are maximum at the crack tip notch and decrease when moving farther from it. The region in the left side of the crack tip will not carry stresses. The stresses carried by the interface layer are averaged over the constant moment region to obtain good approximation of the far field stresses as shown in Figure 6-8(b). Now consider an edge-crack embedded inside the interface layer as shown in previous figure. The structure is subjected to mixed-mode loading under plane stress or plane strain conditions. The crack is assumed to be oriented along the x-axis of a local coordinate system which is originated at the tip of the crack. When equations that calculate stress intensity factor are developed, a local coordinate system \((\hat{x}, \hat{y})\) associated with crack geometry is used. The SIFs for the corresponding modes are expressed as follows.

\[
K_1 = \sigma_{yy} F_1 \left( \frac{a}{L_3} \right) \sqrt{2\pi a} \tag{6-52}
\]

\[
K_II = \tau_{xy} F_II \left( \frac{a}{L_3} \right) \sqrt{2\pi a} \tag{6-53}
\]

\(\sigma_{yy}\) and \(\tau_{xy}\) are the averaged normal and shear stresses on the interface layer respectively.

They are calculated based on the following equations:

\[
\sigma_{yy}(x) = \frac{1}{L_3} \int_{L_1+a}^{L_2} \sigma_p(x) \, dx
\]

\[
= \frac{1}{L_3} \int_{L_1+a}^{L_2} \left[ R_1 e^{\beta x} \cos(\beta x) + R_3 e^{\beta x} \cos(\beta x) - n_1 \frac{d \tau_1(x)}{dx} \right] \, dx \tag{6-54}
\]

\[
\tau_{xy}(x) = \frac{1}{L_3} \int_{L_1+a}^{L_2} \tau_1(x) \, dx
\]

\[
= \frac{1}{L_3} \int_{L_1+a}^{L_2} \left[ B_1 \exp(-\lambda x) + B_2 \exp(\lambda x) \right] \, dx \tag{6-55}
\]
The complete expansions of Eqs.(6-54) and (6-55) are listed in appendix B. \( F_1 \left( \frac{a}{L_3} \right) \) and \( F_2 \left( \frac{a}{L_3} \right) \) are the geometric factors for mode 1 and 2 respectively. They are defined into polynomial expressions [31, 36-37] as follows.

\[
F_1 \left( \frac{a}{L_3} \right) = 1.121 \left( \frac{a}{L_3} \right) + 3.740 \left( \frac{a}{L_3} \right)^2 + 3.873 \left( \frac{a}{L_3} \right)^3 - 19.05 \left( \frac{a}{L_3} \right)^4 + 22.55 \left( \frac{a}{L_3} \right)^5 \quad 0 \leq \frac{a}{L_3} \leq 0.7 \quad (6-56)
\]

\[
F_2 \left( \frac{a}{L_3} \right) = 7.264 - 9.37 \left( \frac{a}{L_3} \right) + 2.74 \left( \frac{a}{L_3} \right)^2 + 1.87 \left( \frac{a}{L_3} \right)^3 - 1.04 \left( \frac{a}{L_3} \right)^4 \quad 0 \leq \frac{a}{L_3} \leq 1 \quad (6-57)
\]

where

\[ L_3 = L_2 - L_1 \quad (6-58) \]

\( a \) and \( L_2 \) are the crack length and the half distance between the inner loading points, respectively. The total ERR in combined mode cracking can be obtained by summing up the energies for different modes based on the relationship between the ERR and SIFs as follows [3]:

\[
G = G_1 + G_2 = \frac{1}{E} \left[ K_1^2 + K_2^2 \right] \quad (6-59)
\]

\( E \) is the elastic modulus of the IMC layer and is equal to:

\[
E = E_a \text{ for plane stress, and } E = \frac{E_a}{(1 - v^2)} \text{ for plane-strain problems.}
\]

The critical ERR can be obtained based on the critical SIF for mode I and mode II which are determined at the critical load where a crack of specific length starts to grow. This critical ERR also can be calculated based on energy equilibrium which was used by previous works [34-35]. For a crack located between the inner loading points, the moment is constant, causing the strain energy release rate to exhibit steady-state characteristics. Considering the Euler-Bernoulli beam theory, the steady-state energy release rate is basically the difference in the
strain energy in the un-cracked and cracked beams which can be expressed based on the Euler-Bernoulli beam theory as follows [34-35]:

\[
G_c = \frac{M^2(1-\nu^2)}{4E_2}\left(\frac{1}{I_{uc}} - \frac{1}{I_c}\right)
\] (6-60)

where M is the constant applied moment and is equal to \( M = Pl \), \( P \), and \( l \) are the applied force and the spacing between inner and outer load points. \( I_{uc} \) and \( I_c \) are the second moments of inertia for cracked and un-cracked beams, respectively.

\[
I_{uc} = \frac{b_3^3}{12}
\] (6-61)

\[
I_c = \frac{b_3^3}{3} + \kappa \left( \frac{b_3^3}{3} + h_4^2h_2 + h_2^2h_4 \right) \left[ \frac{h_1^2 - \kappa h_5^2 - \mu (h_1^2 - 2h_5h_2)}{4(k_1 - \kappa h_2 + \kappa h_5)} \right]^2
\] (6-62)

\[
\mu = \frac{E_2(1-\nu_2)}{E_1(1-\nu_2)}, \quad \kappa = \frac{E_2(1-\nu_2)}{E_1(1-\nu_2)}
\] (6-63)

Knowing the stresses at the interface at the time crack starts to grow, the critical stress intensity factors can be determined from Eq.(6-53) and (6-53) and the critical energy release rate, then, can be calculated from Eq.(6-59). This procedure has been validated through an experiment and using the alternative available model, Eq.(6-60).

6.2.5.1 Numerical Example and Discussion

The applicability of the proposed approach of evaluating stress intensity factor of mixed-mode problem based on the far-field interfacial stresses is used to determine the critical SIFs and critical ERR. Based on the example of Section 6.2.4.3, an experimental work is conducted in this study using a four-point bend specimen. The specimen is fabricated according to materials and geometries data implemented in the numerical example of Section 6.2.4.3. The specimen was tested under load control in four-point bend test configuration and subjected to loading increments using high-precision Instron Micro-tester. The load versus displacement
was monitored and recorded. Figure 6-9 shows the typical load versus displacement curve obtained during testing. It can be seen that the critical load value, which indicates the occurrence of crack growth, is specified based on the sudden drop in the load value. The sudden drop is an indicator of the energy dissipation upon crack propagation of initially cracked structure. In this test, the critical interfacial fracture energy of bonding layer is determined based on calculation of critical stress intensity factors of existing modes. The results are compared with the values obtained from Eq.(6-60). It was found that a critical four-point load of 42.5N (4.33 kgf) causes further propagation of an initial crack of length 0.50 mm at the interface layer of the specimen. This critical load value is used to evaluate the interfacial stresses using Eqs.(6-54) and (6-55). The critical stress intensity factors are evaluated based on Eqs.(6-52) and (6-53). The obtained critical SIFs values are used to evaluate the critical energy release rate. The value of critical energy release rate based on Eq.(6-59) is found to be 53.17 J/m². When Eq.(6-60) is used to determine the critical energy release rate, the value was obtained as 51.70 J/m². The variation of both approaches is within the standard limits. This consistency means that the SIF-based approach can be an alternative technique for evaluating the fracture toughness of an interface layer.
6.3 Summary and Conclusions

An analytical model is developed to calculate interfacial shear and normal stresses in notched tri-layer assembly. It is built based upon the compatibility conditions of displacements and curvatures. The model is used to evaluate the stresses at bond interface for IMC material. Knowing interfacial stresses developed at the bond, an alternative approach of calculating fracture toughness of bond layer is established based on evaluating SIFs for each loading mode exist due to four-point bending test. The proposed approach was used in evaluating critical energy release rate of interface bond for the example given in Section 2.4.3. The result was validated using the energy equilibrium method stated in equation 6-60.

The derivation of interfacial shear and peeling stresses makes it possible to calculate and monitor the critical stress levels at the notch. This approach provides a simple technique of capturing the variations of shear and peeling stresses due to mechanical loading as well as elastic and geometric parameters at the interfaces of electronic components. It should be pointed out here, that FEA analyses are inaccurate in regions of stress singularity. The present study could assist in future studies that deal with finding the effective design and fabricating
methods for components in which parameters such as interfacial modulus, length, and applied load can be purposely controlled to achieve optimum combination of product design and functionality. The study also can help in evaluation of fracture behavior which is a critical aspect in crack and rupture analysis in electronic packaging by finding the corresponding stress intensity factors for mixed-mode loading of a four-point bending specimen.
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Appendix A

Expressions for coefficients R1, R2, R3, and R4 of eqs. 45 and 46 are given as follows:

\[
R1 = \left(\frac{1}{2}\right) \left[ \beta \sin(\beta L1) \cdot h_a \cdot E1 \cdot I1 \cdot n1 \cdot \exp(-\beta L2) \cdot \exp(\beta L1) \cdot \frac{d^2 \tau_2}{dx^2} \cdot l_{x=L_2} \cdot \exp(\betaL3) \cdot \cos(\betaL3) \\
+ \beta \cdot \sin(\beta L1) \cdot h_a \cdot E1 \cdot I1 \cdot n1 \cdot \exp(-\beta L2) \cdot \exp(\beta L1) \cdot \frac{d^2 \tau_2}{dx^2} \cdot l_{x=L_2} \cdot \exp(\betaL3) \\
\cdot \cos(\betaL3) \cdot \tan(\betaL3) - \beta \cdot \sin(\beta L1) \cdot h_a \cdot E1 \cdot I1 \cdot n1 \cdot \exp(-\beta L2) \cdot \exp(\betaL1) \\
\cdot \frac{d^2 \tau_1}{dx^2} \cdot l_{x=L_1} \cdot \exp(\beta L1) \cdot \cos(\betaL3) \cdot \sin(\betaL1) \cdot h_a \cdot E1 \cdot I1 \cdot n1 \cdot \exp(-\beta L2) \\
\cdot I1 \cdot \exp(\beta L2) \cdot \exp(-\beta L2) \cdot \cos(\betaL3) \cdot \exp(\betaL3) \cdot \cos(\betaL3) \cdot \tan(\betaL3) \cdot \exp(\beta L1) \\
- n1 \cdot \frac{d^2 \tau_1}{dx^2} \cdot l_{x=L_1} \cdot \sin(\beta L1) \cdot h_a \cdot E1 \cdot I1 \cdot \exp(\beta L2) \cdot \exp(-\beta L2) \cdot \cos(\betaL2) \\
+ n1 \cdot \beta \cdot \sin(\beta L1) \cdot h_a \cdot E1 \cdot I1 \cdot \cos(\betaL3) \cdot \exp(\beta L2) \cdot \frac{d^2 \tau_2}{dx^2} \cdot l_{x=L_2} \cdot \exp(-\beta L3) \\
\cdot \exp(\beta L1) \cdot \tan(\betaL3) - n1 \cdot \beta \cdot \sin(\beta L1) \cdot h_a \cdot E1 \cdot I1 \cdot \cos(\betaL3) \cdot \exp(\beta L2) \\
\cdot \frac{d^2 \tau_1}{dx^2} \cdot l_{x=L_1} \cdot \exp(-\betaL3) \cdot \exp(\beta L1) - n1 \cdot \beta \sin(\beta L1) \cdot h_a \cdot E1 \cdot I1 \cdot \cos(\betaL3) \\
\cdot \frac{d^2 \tau_1}{dx^2} \cdot l_{x=L_1} \cdot \exp(-\betaL3) \cdot \exp(\beta L1) \cdot \tan(\betaL3) \right] / \left[ \left( \beta^2 \cdot \sin(\beta L1) \cdot h_a \cdot E1 \cdot I1 \cdot \left( -\exp(-\beta L1) \cdot \exp(\betaL3) + \exp(-\beta L3) \cdot \exp(\beta L1) \right) \right. \\
\cdot \cos(\betaL3) \cdot \left( 1 + \tan(\betaL3) \right) \cdot \exp(\beta L2) \cdot \exp(-\beta L2) \cdot \cos(\betaL2) \right] \right]
\]

(A1)
\[ R_2 = -\left(\frac{1}{2}\right) \left[ \exp(-\beta L_3) \cdot E_a \cdot MT \cdot \exp(\beta L_2) \cdot \exp(-\beta L_2) \cdot \cos(\beta L_2) \cdot \cos(\beta L_3) \\
+ \exp(-\beta L_3) \cdot E_a \cdot MT \cdot \exp(\beta L_2) \cdot \exp(-\beta L_2) \cdot \cos(\beta L_2) \cdot \cos(\beta L_3) \\
\cdot \tan(\beta L_3) - \exp(-\beta L_2) \cdot \beta \cdot \sin(\beta L_1) \cdot ha \cdot E_1 \cdot I_1 \cdot n_1 \cdot \exp(-\beta L_1) \right] \\
\cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_1} \cdot \exp(\beta L_3) \cdot \cos(\beta L_3) - \exp(-\beta L_2) \cdot \beta \cdot \tan(\beta L_3) - \exp(-\beta L_2) \cdot \beta \cdot \sin(\beta L_1) \\
\cdot ha \cdot E_1 \cdot I_1 \cdot n_1 \cdot \exp(-\beta L_1) \cdot \exp(\beta L_2) \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \cos(\beta L_3) \cdot \cos(\beta L_1) - \exp(-\beta L_3) \\
\cdot \beta \cdot \sin(\beta L_1) \cdot ha \cdot E_1 \cdot I_1 \cdot n_1 \cdot \exp(-\beta L_1) \cdot \exp(\beta L_2) \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \cos(\beta L_3) \cdot \tan(\beta L_3) - \exp(-\beta L_3) \\
\cdot \beta \cdot \sin(\beta L_1) \cdot ha \cdot E_1 \cdot I_1 \cdot n_1 \cdot \exp(-\beta L_1) \cdot \exp(\beta L_2) \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \cos(\beta L_3) \cdot \tan(\beta L_3) - \exp(-\beta L_3) \\
+ \exp(-\beta L_3) \cdot n_1 \cdot \frac{d^3 \tau_1}{dx^3} l_{x=L_2} \cdot \exp(-\beta L_3) \cdot \exp(\beta L_2) \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \cos(\beta L_3) \cdot \tan(\beta L_3) + 2 \cdot n_1 \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \beta \\
\cdot \sin(\beta L_1) \cdot ha \cdot E_1 \cdot I_1 \cdot \exp(\beta L_2) \cdot \exp(-\beta L_2) \cdot \cos(\beta L_2) \cdot \cos(\beta L_1) \right] \\
\left[ \exp(\beta L_3) \cdot \beta^2 \cdot \sin(\beta L_1) \cdot ha \cdot E_1 \cdot I_1 \right] \\
\cdot \left[ \exp(-\beta L_1) \cdot \exp(\beta L_3) + \exp(-\beta L_3) \cdot \exp(\beta L_1) \right] \cdot \cos(\beta L_3) \\
\cdot \left( 1 + \tan(\beta L_3) \right) \cdot \cos(\beta L_2) \cdot \exp(-\beta L_2) \right] \\
\] (A2)
\[ R3 = -\left(\frac{1}{2}\right) \left[ \begin{array}{l} -\beta \sin(\beta L1) \cdot h_{a} \cdot E_{1} \cdot I_{1} \cdot n_{1} \cdot \exp(-\beta L2) \cdot \exp(\beta L1) \cdot \frac{d^2 \tau_2}{dx^2} \mid_{x=L2} \cdot \exp(\beta L3) \\
\cdot \cos(\beta L3) - \beta \sin(\beta L1) \cdot h_{a} \cdot E_{1} \cdot I_{1} \cdot n_{1} \cdot \exp(-\beta L2) \cdot \exp(\beta L1) \cdot \frac{d^2 \tau_2}{dx^2} \mid_{x=L2} \\
\cdot \exp(\beta L3) \cdot \cos(\beta L3) \cdot \tan(\beta L3) + \beta \sin(\beta L1) \cdot h_{a} \cdot E_{1} \cdot I_{1} \cdot n_{1} \cdot \exp(-\beta L2) \\
\cdot \exp(\beta L1) \cdot \frac{d^2 \tau_1}{dx^2} \mid_{x=L2} \cdot \exp(\beta L3) \cdot \cos(\beta L3) + \beta \sin(\beta L1) \cdot h_{a} \cdot E_{1} \cdot I_{1} \cdot n_{1} \\
\cdot \exp(-\beta L2) \cdot \exp(\beta L1) \cdot \frac{d^2 \tau_1}{dx^2} \mid_{x=L2} \cdot \exp(\beta L3) \cdot \cos(\beta L3) - \beta \sin(\beta L1) \\
\cdot E_{1} \cdot I_{1} \cdot n_{1} \cdot \exp(-\beta L1) \cdot \exp(\beta L2) \cdot \frac{d^2 \tau_2}{dx^2} \mid_{x=L2} \cdot \exp(\beta L3) \cdot \cos(\beta L3) \\
\cdot \tan(\beta L3) + \beta \sin(\beta L1) \cdot h_{a} \cdot E_{1} \cdot I_{1} \cdot n_{1} \cdot \exp(-\beta L1) \cdot \exp(\beta L2) \cdot \frac{d^2 \tau_2}{dx^2} \mid_{x=L3} \\
\cdot \exp(\beta L3) \cdot \cos(\beta L3) + \beta \sin(\beta L1) \cdot h_{a} \cdot E_{1} \cdot I_{1} \cdot n_{1} \cdot \exp(-\beta L1) \cdot \exp(\beta L2) \cdot \frac{d^2 \tau_1}{dx^2} \mid_{x=L2} \\
\cdot \exp(\beta L3) \cdot \cos(\beta L3) \cdot \tan(\beta L3) + n_{1} \cdot \frac{d^2 \tau_1}{dx^2} \mid_{x=L1} \cdot h_{a} \cdot E_{1} \cdot I_{1} \cdot \exp(\beta L2) \\
\cdot \exp(-\beta L2) \cdot \cos(\beta L2) \cdot \exp(\beta L3) \cdot \cos(\beta L3) + n_{1} \cdot \frac{d^2 \tau_1}{dx^2} \mid_{x=L1} \cdot h_{a} \cdot E_{1} \cdot I_{1} \\
\cdot \exp(\beta L2) \cdot \exp(-\beta L2) \cdot \cos(\beta L2) \cdot \exp(\beta L3) \cdot \cos(\beta L3) \cdot \tan(\beta L3) + E_{a} \cdot MT \\
\cdot \exp(\beta L2) \cdot \exp(-\beta L2) \cdot \cos(\beta L2) \cdot \exp(\beta L3) \cdot \cos(\beta L3) + E_{a} \cdot MT \cdot \frac{d^2 \tau_2}{dx^2} \mid_{x=L2} \\
\cdot \exp(-\beta L2) \cdot \cos(\beta L2) \cdot \exp(\beta L3) \cdot \cos(\beta L3) \cdot \tan(\beta L3) + 2 \cdot \beta \cdot n_{1} \cdot \frac{d^2 \tau_2}{dx^2} \mid_{x=L3} \\
\cdot \exp(\beta L1) \cdot \sin(\beta L1) \cdot h_{a} \cdot E_{1} \cdot I_{1} \cdot \exp(\beta L2) \cdot \exp(-\beta L2) \cdot \cos(\beta L2) \cdot \frac{d^2 \tau_2}{dx^2} \mid_{x=L3} \end{array} \right] \\
/ \left[ \left( \beta^2 \sin(\beta L1) \cdot h_{a} \cdot E_{1} \cdot I_{1} \cdot \left[ -\exp(-\beta L1) \cdot \exp(\beta L3) + \exp(-\beta L3) \cdot \exp(\beta L1) \right] \right) \right. \\
\cdot \cos(\beta L3) \cdot \left( 1 + \tan(\beta L3) \right) \cdot \exp(\beta L2) \cdot \exp(-\beta L2) \cdot \cos(\beta L2) \right] \\
\right] \\
\right] \\
\right] \\
(A3) \]
Appendix B

The expanded form of the integrals in equations 54 and 55

\[
R_4 = -\left(\frac{1}{2}\right) \left[ -\exp(-\beta L_3) \cdot \beta \sin(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot n_1 \cdot \exp(-\beta L_2) \cdot \exp(\beta L_1) \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \cos(\beta L_3) \\
- \exp(-\beta L_3) \cdot \beta \cdot \sin(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot n_1 \cdot \exp(-\beta L_2) \cdot \exp(\beta L_1) \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \\
\times \cos(\beta L_3) \cdot \tan(\beta L_3) + \exp(-\beta L_3) \cdot \beta \cdot \sin(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot n_1 \cdot \exp(-\beta L_2) \cdot \exp(\beta L_1) \cdot \beta \cdot \sin(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot n_1 \\
\times \exp(-\beta L_2) \cdot \exp(\beta L_1) \cdot \exp(\beta L_2) \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \cos(\beta L_3) \cdot \tan(\beta L_3) + \exp(-\beta L_3) \cdot \beta \cdot \sin(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot n_1 \cdot \exp(-\beta L_2) \cdot \exp(\beta L_1) \cdot \beta \cdot \sin(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot n_1 \\
\times \exp(-\beta L_2) \cdot \exp(\beta L_1) \cdot \exp(\beta L_2) \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \cos(\beta L_3) \cdot \tan(\beta L_3) + \exp(-\beta L_3) \cdot \beta \cdot \sin(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot n_1 \cdot \exp(-\beta L_2) \cdot \exp(\beta L_1) \cdot \beta \cdot \sin(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot n_1 \\
\times \exp(-\beta L_2) \cdot \exp(\beta L_1) \cdot \exp(\beta L_2) \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \cos(\beta L_3) \cdot \tan(\beta L_3) + 2 \cdot n_1 \cdot \frac{d^2 \tau_1}{dx^2} l_{x=L_2} \cdot \exp(-\beta L_2) \cdot \cos(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot \exp(\beta L_2) \\
\times \exp(-\beta L_2) \cdot \exp(\beta L_1) \cdot \exp(\beta L_2)
\right] \\
\bigg]\bigg]/\left[\left(\beta^2 \sin(\beta L_1) \cdot h_a \cdot E_1 \cdot l_1 \cdot (-\exp(-\beta L_1) \cdot \exp(\beta L_3) \cdot \exp(-\beta L_3) \cdot \exp(\beta L_1)) \cdot \exp(\beta L_3) \cdot (1 + \tan(\beta L_3)) \cdot \exp(\beta L_2) \cdot \exp(-\beta L_2) \cdot \cos(\beta L_2)\right)\right]
\bigg]
\end{equation}

\[\]
\[ \tau_{xy}(x) = \frac{1}{L_3} \int_{L_1+a}^{L_2} \tau_1(x) \, dx \]

\[ = \frac{1}{L_3} \int_{L_1+a}^{L_2} [B_1 \exp(-\lambda x) + B_2 \exp(\lambda x)] \, dx \]

\[ = \frac{1}{L_3} \left\{ \frac{B_1}{\lambda} \left( \exp(-\lambda(L_1 + a)) - \exp(-\lambda L_2) \right) + \frac{B_2}{\lambda} \left( \exp(\lambda L_2) - \exp(\lambda(L_1 + a)) \right) \right\} \]
Chapter 7: Summary and Conclusions

The effect of size of the joints on kinetics of bond formation and mechanical behavior of Lead-free solder joints was investigated. Several major discoveries were made. A summary of main findings of this research is provided below:

7.1 Major Conclusions

Experimental observation combined with analytical modeling of growth kinetics of η and ε IMC layers formed during Sn-3.5Ag solders/Cu-substrate soldering process shows that the net growth of each IMC phase can be governed by two mechanisms: diffusion and partial chemical-reaction mechanisms. The analytical modeling results show that the increase in the IMC layer thickness during the soldering process follows a linear relationship with time during the chemical reaction-controlled stage of formation of Cu₃Sn IMC layer. However, parabolic relationship between layer growth and time is observed during the diffusion-controlled growth stage. Using this analytical model, the apparent activation energies were calculated for both stages. The model also was able to resolve the possible interaction between the chemical reaction and the diffusion mechanisms during IMC growth process. Further analysis of the effect of the joint size on kinetics of IMC compounds formation and growth showed that while the joint size has no effect on the type of IMCs formed, it indeed has a significant effect on the IMC growth behavior. Thicker IMC layers, particularly ε-phase, were formed in joints with smaller thicknesses. The effects of temperature and time on the IMC growth were found to be the same in all specimen
sizes resulting in similar growth rate constants and activation energies for η-phase. However, for Cu₃Sn IMC, the activation energy was found to be size effect dependent. Higher activation energy was associated with smaller solder joints.

In an effort to compare the grain orientation and size in different specimens, EBSD analysis was used. However, specimen preparation is a very critical step in obtaining a successful EBSD image. Additionally, several EBSD parameters play a very strong role in the quality of the images. Our initial effort in obtaining a damage-free surface was unsuccessful, because of existence of combination of different materials with different wear resistance and stiffness. A certain procedure that results in an optimum surface in a certain phase could result in build up and damage in another phase with different surface wear resistance and stiffness. Therefore, we modified the regular specimen preparation procedure by adding certain number of hours of vibratory polishing. Furthermore, EBSD parameters were adjusted in a systematic manner to obtain a quality image in this multilayer specimen.

Our finding suggest that a series of mechanical grinding and polishing followed with vibratory polishing is adequate for preparing damage-free surfaces in multiple-layer specimens. Vibratory polishing and its associated polishing time were found to be the key factor to successfully prepare such difficult specimens. We have also found that EBSD parameters play a critical role in reliably discriminating between phases and measuring the grain size and grain orientation. Obviously mechanical performance of the microelectronic joints is a key function. In order to determine the mechanical properties several different studies were conducted. Because the size of the solder joints and the size of the grains are comparable in micro-scale interconnects, the conventional continuum mechanics assumption in which the properties of a bulk material are assumed to be isotropic and homogeneous is not valid. In this case, the joints behave
anisotropically depending on the number and orientation of grains that exist in the joints. Therefore, properties of the grains define the properties of the joints. Consequently, knowledge of mechanical properties of individual grains is very important. Additionally, as the size of the joints becomes smaller, the structural constrains may change the local behavior of the material. Therefore, we have used nanoindentation to investigate (1) the local properties of different phases that exist in the joint by measuring the properties of single grains of materials, (2) determine if there is any difference in the properties of existing phases as the size of the joint changes, and (3) to find the properties of single grain Cu6Sn6 and compare them at different orientation, it is accomplished using nanoindentation combined with a post-test EBSD imaging. Results have shown that the size effects play a major role in the mechanical properties of solder joints. As the joint thickness decreases, the elastic modulus, hardness, and yield strength were found to increase while work hardening exponent decreases in both Cu6Sn5 and Cu3Sn IMCs. Measurement of elastic modulus on single grains of Cu6Sn5 IMC indicates that material is stiffer in the orientation of c axis compared to the other crystallographic orientation in hexagonal closed pack crystal structure of this IMC material. As the joints become smaller, IMC materials make up larger portion of these joints. Intermetallics in general are much more brittle than β-tin phase solder. Therefore, the crack propagation in these materials is better modeled using fracture mechanics concepts. Fracture toughness and energy release rate are important parameters that dictate the crack propagation characteristics in any material. Additionally, stress concentration factors play a very important role in driving crack propagation, further mechanical analysis of the joints at micro scale was conducted to obtain these parameters. The standard fracture toughness measurement tests are not applicable to this microscale because of difficulties in generating a bulk sample solely out of
IMCs. Therefore a unique technique of four-point bending test was used to calculate the fracture toughness of IMC materials. An analytical model was developed to obtain the stresses at the interface of the multi-layer four-point bend specimen. The model results were confirmed by finite element simulation. The stresses at the interface were then used to calculate the energy release rate. Our results indicated that the analytical model that was developed to obtain the stress at the interface was accurate and that the energy release rate obtained through these techniques was reasonable and close.

7.2 Contributions

The experiments conducted in this dissertation provide the basic understanding of the size effects on the microstructure and mechanical properties of lead-free solder joints. The local mechanical properties of Cu₆Sn₅ IMC were also experimentally investigated. The contributions of this study can be summarized below:

1- A systematic and methodical investigation of the growth kinetics of the IMC layers in lead-free micro-scale solder joints

2- Understanding the effect of process parameters on the growth kinetics

3- Modification of an existing physics-based analytical model to model the growth kinetics in a complex situation where both chemical reaction- and diffusion-controlled mechanisms exist.

4- First time report of apparent activation energy of ε-(Cu₃Sn) IMC phase growth during the chemical reaction-controlled stage.

5- Understating of the effects of structural constraints on the growth behavior and growth kinetics of IMC layers in Sn-3.5Ag/Cu-substrate soldering system.
6- Experimental values of growth rate constants, and activation energy, for Cu$_3$Sn IMC layer as a function of thickness for the first time in literature.

7- An improved method of specimen preparation and EBSD analysis for multilayer specimens.

8- Providing the EBSD and specimen preparation community with optimum values to be used for future guidance in analyzing similar type of multilayer structures.

9- Understanding of the effects of structural constraints on the elastic and plastic properties of different IMC layers in Sn-3.5Ag/Cu-substrate soldering system.

10- An improved technique for local probing and mechanical properties measurement using combined nanoindentation and EBSD analysis.

11- Supplying microstructural-based simulation studies with needed local mechanical properties of IMCs formed in lead-free solder joints.

12- Developing closed-form solutions of interfacial peeling and shear stresses in four-point bend structure.

13- Applying the interfacial stresses in calculating fracture toughness of IMC bond using four-point bend test.

14- Providing values of much needed energy release rate for IMC material that can be used in modeling crack and crack propagation in this material.

7.3 Recommendations for Future Research

- Although there was not any influence of the joint size on the type of intermetallics formed in the soldering system under investigation, the effect of joint thickness on the intermetallic morphology such as equiaxed- or scalloped, has not been studied. It is an important factor especially when considering fatigue and fracture.
In this study, the range of soldering temperature and time were between 260-360 °C and 20-240 min. A set of different soldering temperatures and times should be considered in future research to cover the possible soldering and operating conditions solder joints might experience.

The current study has considered one type of lead-free solder alloys; other soldering systems, such as SAC and Sn-Cu should be investigated for size effects.

Size effects on the mechanical properties of IMCs formed in Sn-3.5Ag/Cu-substrate soldering system were evaluated using nanoindentation, other techniques such as microbeam bending and micro-tensile testing should also be used to confirm and validate the results obtained from nanoindentation testing.

Evaluation of local elastic mechanical properties has been done only for Cu₆Sn₅ IMC, other IMC phases should also be investigated. The future work should also consider extracting the plastic properties of IMC.

Creep and fatigue is also an important subject in soldering. Studies that address the creep and fatigue behaviors of solder joints against size effects should also be considered for future work.
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