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ABSTRACT

Nanocrystalline titanium dioxide (TiO$_2$), a wide band-gap semiconductor, is synthesized by a sol-gel method for studies of its photocatalytic activity. In this work, surface modification of TiO$_2$ utilizing various species is performed. The surface modifications are performed on both pure and doped TiO$_2$. It is shown that surface modifications affect the phase transition temperature of TiO$_2$. Band gap energy modifications, via dopants, in combination with surface absorbed species have been shown to affect the photocatalytic activity of TiO$_2$. Surface adsorbed species must be inert to redox reactions in order remain bound to the surface, yet facilitate charge transport from the TiO$_2$ bulk into a species on the surface. Typically dye sensitizers are anchored to semiconductor oxide surfaces via carboxylates. The polarization at the carboxylate-oxide interface junction may interfere with the charge injection process. Here, the use of anchors containing species of different polarities (phosphates, sulfates, silicates, etc.) at the interface junction is analyzed for improvements in the charge injection process. This charge injection process is measured by observing the extent in which methylene blue is degraded. In this work, characterization is performed by a variety of microscopic and spectroscopic techniques.
DEDICATION

This dissertation is dedicated to Lauren, my lovely wife and my best friend, for constantly providing me with support and the motivation to persevere despite significant time away while pursuing its completion. I also dedicate this dissertation to our children for always holding me to a higher standard. Also, to my parents, take this dissertation as tangible proof that your messages of hard work and determination were well received. Lastly, this is also dedicated to my siblings, family and friends for helping to mold me into the person that I am today.
### LIST OF ABBREVIATIONS AND SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>°C</td>
<td>Degrees Celsius</td>
</tr>
<tr>
<td>(\lambda_{\text{max}})</td>
<td>Maximum wavelength</td>
</tr>
<tr>
<td>(\alpha-A)</td>
<td>Amorphous to Anatase transition</td>
</tr>
<tr>
<td>A-R</td>
<td>Anatase to Rutile transition</td>
</tr>
<tr>
<td>a.u.</td>
<td>Arbitrary/Absorbance units</td>
</tr>
<tr>
<td>APTES</td>
<td>(3-Aminopropyl)triethoxysilane</td>
</tr>
<tr>
<td>Ar-ion</td>
<td>Argon ion (laser)</td>
</tr>
<tr>
<td>Arb units</td>
<td>Arbitrary Units</td>
</tr>
<tr>
<td>B-mod</td>
<td>Borate modified</td>
</tr>
<tr>
<td>B-R</td>
<td>Brookite to Rutile transition</td>
</tr>
<tr>
<td>Btu</td>
<td>British Thermal Unit</td>
</tr>
<tr>
<td>C-mod</td>
<td>Carboxylate modified</td>
</tr>
<tr>
<td>CB</td>
<td>Conduction Band</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge Coupled Device</td>
</tr>
<tr>
<td>cm(^{-1})</td>
<td>Wavenumbers</td>
</tr>
<tr>
<td>CPS</td>
<td>Counts per second</td>
</tr>
<tr>
<td>DRIFTS</td>
<td>Diffuse Reflectance Infrared Fourier Transform Spectroscopy</td>
</tr>
<tr>
<td>EDS</td>
<td>Energy Dispersive Spectroscopy</td>
</tr>
<tr>
<td>eV</td>
<td>Electron Volt</td>
</tr>
<tr>
<td>EtOH</td>
<td>Ethanol; ethyl alcohol</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>FTIR</td>
<td>Fourier Transform Infrared Spectroscopy</td>
</tr>
<tr>
<td>He-Ne</td>
<td>Helium-Neon (laser)</td>
</tr>
<tr>
<td>IPA</td>
<td>Isopropanol; 2-propanol; isopropyl alcohol</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>keV</td>
<td>Kiloelectron volt</td>
</tr>
<tr>
<td>kV</td>
<td>Kilovolt</td>
</tr>
<tr>
<td>kWh</td>
<td>Kilowatt hour</td>
</tr>
<tr>
<td>mL</td>
<td>Milliliter</td>
</tr>
<tr>
<td>M</td>
<td>Molarity</td>
</tr>
<tr>
<td>MCT</td>
<td>Mercury Cadmium Telluride</td>
</tr>
<tr>
<td>mg</td>
<td>Milligram</td>
</tr>
<tr>
<td>mL</td>
<td>Milliliter</td>
</tr>
<tr>
<td>mol</td>
<td>Mole</td>
</tr>
<tr>
<td>mW</td>
<td>Milliwatt</td>
</tr>
<tr>
<td>pH</td>
<td>Negative Logarithm of the H⁺ Concentration</td>
</tr>
<tr>
<td>nm</td>
<td>Nanometer</td>
</tr>
<tr>
<td>P-mod</td>
<td>Phosphate modified</td>
</tr>
<tr>
<td>PTT</td>
<td>Phase Transition Temperature</td>
</tr>
<tr>
<td>Raman</td>
<td>Raman Spectroscopy</td>
</tr>
<tr>
<td>ROS</td>
<td>Reactive Oxygen Species</td>
</tr>
<tr>
<td>RPM</td>
<td>Revolution per minute</td>
</tr>
<tr>
<td>S-mod</td>
<td>Sulfate modified</td>
</tr>
<tr>
<td>Si-mod</td>
<td>Silicate modified</td>
</tr>
<tr>
<td>Acronym</td>
<td>Full Form</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>SMS</td>
<td>Surface modifier/modification species</td>
</tr>
<tr>
<td>SST</td>
<td>Sea surface temperature</td>
</tr>
<tr>
<td>Ti-but</td>
<td>Titanium butoxide</td>
</tr>
<tr>
<td>Ti-OiPr</td>
<td>Titanium(IV) isopropoxide</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>UV-Vis</td>
<td>Ultraviolet-Visible Spectroscopy</td>
</tr>
<tr>
<td>VB</td>
<td>Valence Band</td>
</tr>
<tr>
<td>XPS</td>
<td>X-ray photoelectron spectroscopy</td>
</tr>
<tr>
<td>XRD</td>
<td>X-ray diffraction</td>
</tr>
</tbody>
</table>
ACKNOWLEDGMENTS

First and foremost, I would like to thank my Lord and savior, Jesus Christ, for providing me with the capability to read, comprehend, and perform to the best of my ability. I would also like to thank my co-research advisors, Dr. David Nikles and Dr. Shane Street, for their support and patience while seeing me through this degree program. To these gentlemen, I also have a great appreciation for collectively molding me into both the person and scientist that I am today by utilizing their contrasting yet equally effective supervisory styles. I am very grateful to my committee members, Dr. Shaughnessy, Dr. Blackstock and Dr. Thompson for serving and assessing my dissertation.

I would like to thank the University of Alabama for providing me with the opportunity and facilities to complete my studies. Special thanks to the faculty, support staff and funding sources (Southern Regional Education Board- external funding; chemistry department- internal funding). I want to acknowledge past and present group members- while not a comprehensive listing- Dr. James Burgess, Dr. Shelby Shuler, Dr. Medhat Farahat, Dr. Dwayne Reed, Dr. Jeremy Pritchett, Dr. Keith McNeil, Dr. Amanda Glover, and Dr. Lei Zhang.

Lastly, I would like to thank the United States Marine Corps and the Department of Veteran Affairs. The experiences I encountered while affiliated with these two organizations taught me invaluable lessons about myself and I will forever be grateful for it.
CONTENTS

ABSTRACT .......................................................................................................................... ii

DEDICATION...................................................................................................................... iii

LIST OF ABBREVIATIONS AND SYMBOLS .................................................................... iv

ACKNOWLEDGMENTS ...................................................................................................... vii

LIST OF TABLES ............................................................................................................... xii

LIST OF FIGURES ............................................................................................................ xiii

CHAPTER 1 – INTRODUCTION ............................................................................................ 1

1.1 Energy and Human History ......................................................................................... 2

1.2 Concept of Photoactivity ............................................................................................ 3

1.3 Photocatalysis ............................................................................................................... 5

1.4 Titanium Dioxide ........................................................................................................ 11

1.4.1 TiO₂ Morphology .................................................................................................. 13

1.4.2 TiO₂ Synthesis ..................................................................................................... 16

1.4.3 TiO₂ Bulk Modification (doping) ......................................................................... 18

1.4.4 TiO₂ Surface Modification ................................................................................... 20

1.5 Determination of Photocatalytic Activity ................................................................. 21

1.6 Outline of this Dissertation ...................................................................................... 25

CHAPTER 2 – EXPERIMENTAL METHODS .................................................................... 26

2.1 Introduction ................................................................................................................. 26

2.2 Raman Spectroscopy ................................................................................................. 26
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.2.1 Theory of Raman Spectroscopy</td>
<td>27</td>
</tr>
<tr>
<td>2.2.2 Raman Calibration</td>
<td>28</td>
</tr>
<tr>
<td>2.2.3 Raman Operation</td>
<td>31</td>
</tr>
<tr>
<td>2.3 Fourier Transform Infrared Spectroscopy</td>
<td>34</td>
</tr>
<tr>
<td>2.3.1 Transmission</td>
<td>34</td>
</tr>
<tr>
<td>2.3.2 Diffuse Reflectance (FTIR)</td>
<td>35</td>
</tr>
<tr>
<td>2.4 X-Ray Diffraction</td>
<td>36</td>
</tr>
<tr>
<td>2.5 UV-Vis Spectroscopy</td>
<td>37</td>
</tr>
<tr>
<td>2.6 X-Ray Photoelectron Spectroscopy</td>
<td>39</td>
</tr>
<tr>
<td>2.7 Tube Furnace</td>
<td>41</td>
</tr>
<tr>
<td>2.8 Photochemical Reaction Chamber</td>
<td>41</td>
</tr>
<tr>
<td>2.9 TiO₂ Synthesis</td>
<td>41</td>
</tr>
<tr>
<td>2.9.1 Chemicals</td>
<td>43</td>
</tr>
<tr>
<td>2.9.2 Washing Procedure</td>
<td>43</td>
</tr>
<tr>
<td>2.9.3 Filtration and Processing</td>
<td>44</td>
</tr>
<tr>
<td>2.9.4 Drying and Collection</td>
<td>45</td>
</tr>
<tr>
<td>3.1 Introduction</td>
<td>46</td>
</tr>
<tr>
<td>3.2 Nanoparticle Synthesis</td>
<td>47</td>
</tr>
<tr>
<td>3.3 TiO₂ Surface Modification</td>
<td>48</td>
</tr>
<tr>
<td>3.3.1 FTIR Analysis</td>
<td>49</td>
</tr>
<tr>
<td>3.3.2 XPS Analysis</td>
<td>55</td>
</tr>
<tr>
<td>3.4 Phase Identification</td>
<td>59</td>
</tr>
<tr>
<td>CHAPTER 3 – EFFECT OF SURFACE MODIFICATION ON TiO₂ PHASE TRANSITION TEMPERATURE</td>
<td>46</td>
</tr>
<tr>
<td>3.1 Introduction</td>
<td>46</td>
</tr>
<tr>
<td>3.2 Nanoparticle Synthesis</td>
<td>47</td>
</tr>
<tr>
<td>3.3 TiO₂ Surface Modification</td>
<td>48</td>
</tr>
<tr>
<td>3.3.1 FTIR Analysis</td>
<td>49</td>
</tr>
<tr>
<td>3.3.2 XPS Analysis</td>
<td>55</td>
</tr>
<tr>
<td>3.4 Phase Identification</td>
<td>59</td>
</tr>
</tbody>
</table>
CHAPTER 6 – CONCLUSIONS .............................................................................................................. 109

6.1 This Work ........................................................................................................................................ 109

6.1.1 Synthesis ....................................................................................................................................... 109

6.1.2 TiO$_2$ Phase Transition .................................................................................................................. 110

6.1.3 Photocatalytic Activity .................................................................................................................... 110

6.1.4 Raman Analysis of Biomineralization ............................................................................................. 111

6.2 Future Works ..................................................................................................................................... 112

6.2.1 Temperature Programmed Desorption ............................................................................................ 112

6.2.2 Differential Scanning Calorimetry ................................................................................................ 112

6.2.3 Energetics of Phase Transition ...................................................................................................... 112

6.2.4 Synthesis of Mixed Brookite-Anatase TiO$_2$ ............................................................................... 113

6.2.5 BET Studies ................................................................................................................................... 115

6.2.6 Point of Zero Charge ..................................................................................................................... 115

6.2.7 Mass Spectrometry ....................................................................................................................... 115

6.2.8 Optimal Conditions for Photocatalytic Degradation .................................................................... 115

6.2.9 Other Target Molecules ............................................................................................................... 116

REFERENCES ......................................................................................................................................... 117

APPENDIX .............................................................................................................................................. 139
LIST OF TABLES

Table 3.1: Observed FTIR vibrational modes and their respective characterizations of surface modifications performed on TiO$_2$ substrate shown in figure 3.2 ......................................................... 53
Table 3.2: Observed XPS transitions and their respective binding energies ........................................ 58
Table 3.3: Anatase to rutile transformation. (A) is anataase; (R) is rutile ........................................ 71
Table 4.1: XRD diffraction angles of TiO$_2$ samples [ref. 168] ......................................................... 81
Table 4.2: DRIFTS analysis of sulfated (upper) and phosphated (lower) doped TiO$_2$ samples . . . 86
Table 5.1: Observed Raman vibration modes and their respective characterizations of samples 2TP4-3 and 2TP4-4 ........................................................................................................ 106
LIST OF FIGURES

Figure 1.1: Primary energy consumption by source and sector for 2011. Units are petaBtu \(10^{15}\); adapted from ref. [6] .............................................................................................................4

Figure 1.2: Excitation of species from initial state to final (excited) state by the absorption of radiation; modified from ref. [8].............................................................................................................6

Figure 1.3: Energy levels of a diatomic molecule (the spaces between energy levels are not drawn to scale); modified from ref. [9].............................................................................................................7

Figure 1.4: Cartoon of the band gap for three classes of solids; modified from ref. [11]...........9

Figure 1.5: Spectra of solar radiation incident upon Earth’s surface at 53\(^\circ\) from zenith - given in (A) wavelength and (B) electron volts; adapted from ref. [12].................................................................10

Figure 1.6: General mechanism for photoactivity of TiO\(_2\): (a) a photon is absorbed as light interacts with the sample; (b) absorbed energy promotes an electron from the valence band to the conduction band; (c) both the electron (e\(^-\)) and hole (h\(^+\)) created by the electron’s excitation migrate to the surface of the particle; (d) the electron and hole react with surface absorbed species......................................................................................................................12

Figure 1.7: Unit cells and band gap energies of three naturally occurring TiO\(_2\) polymorphs: rutile, anatase and brookite; reproduced from ref. [28] ...............................................................15

Figure 1.8: Cartoon demonstrating the effect of doping on the bandgap of TiO\(_2\). (a) pure TiO\(_2\) requires light in the UV range to excite an electron from the VB to the CB; (b) TiO\(_2\) doped with nickel atoms has a smaller band gap energy due to the lowering of the CB; (c) TiO\(_2\) doped with nitrogen atoms has a smaller band gap energy due to the raising of the VB ..................................................................................................................................................19

Figure 1.9: Degradation of methylene blue via the demethylation pathway; modified from ref. [88].................................................................................................................................23

Figure 1.10: Degradation of methylene blue via the ring cleavage pathway; modified from ref. [88].................................................................................................................................24

Figure 2.1: Energy level diagram for Rayleigh and Raman transitions (energy levels are not drawn to scale).................................................................................................................................29
Figure 2.2: Raman spectra of carbon tetrachloride excited by 488 nm Ar$^+$ laser; reproduced from ref. [9] ........................................................................................................... 30

Figure 2.3: Raman spectra of two samples used to calibrate Raman spectrometers. (a) Silicon wafer with the {100} plane causing the peak at 520 cm$^{-1}$. (b) The D-mode of single crystal diamond at 1331 cm$^{-1}$ ........................................................................................................... 32

Figure 2.4: Ru(BPY)$_3$ crystals as observed by a Raman microscope via a 10x objective; (a) an example of a single sample of varying height; focusing on a single surface allows for the best analysis; (b) burned sample as a result of the intense laser beam........................................... 33

Figure 2.5: UV-Vis spectrum showing the experimentally determined band gap energy ($E_g$)....38

Figure 2.6: Cartoon of the X-Ray photoelectron process. Image adapted from ref. [99] ..........40

Figure 2.7: Spectral energy distribution of 254 nm (~ 8 W per lamp) lamps from Rayonet specification. Reproduced from ref [296] .......................................................................................................42

Figure 3.1 Simple molecules used to bond to the surface of TiO$_2$ nanoparticles. When introduced to the reaction mixture, the highlighted portions dissociate and a potential binding site is exposed. The nomenclature shown is indicative of the functional group involved in TiO$_2$ surface bonding and is not the actual molecule shown..............................................................50

Figure 3.2: FTIR analysis of as prepared-TiO$_2$ after surface modifications were performed: a) pure; b) B-mod; c) C-mod; d) S-mod; e) Si-mod; f) P-mod. All samples were vertically adjusted for clarity .................................................................51

Figure 3.3: Possible modes of coordination of ligands bound to metal surfaces; modified from ref [141] ...........................................................................................................54

Figure 3.4: XPS analysis of as prepared-TiO$_2$ after surface modification were performed: a) pure; b) B-mod; c) S-mod; d) Si-mod; e) P-mod. All spectra were vertically adjusted for clarity......................................................................................................................57

Figure 3.5: Raman spectra of TiO$_2$ samples: a) amorphous; b) rutile; c) anatase; d) anatase/rutile mixture. Spectra have been vertically adjusted for clarity.................................60

Figure 3.6: XRD spectra of TiO$_2$ samples: a) reference spectrum of mixed – rutile/anatase; b) rutile; c) anatase. Samples b) and c) were prepared as a part of this work. Spectra have been vertically adjusted for clarity ......................................................................................61

Figure 3.7 FTIR and Raman spectra of Pure, C-Mod and S-Mod TiO$_2$ ........................................... 65

Figure 3.8 FTIR and Raman spectra of Si-Mod and P-Mod TiO$_2$..................................................67
Figure 3.9 XRD of modified TiO$_2$ at 400 °C and 650 °C. In both spectra, the samples are a) pure; b) P-Mod; c) S-Mod; d) Si-Mod. Average crystallite sizes at 400 °C and 650 °C were determined by Scherrer analysis to be a) 7 nm and 35 nm; b) 2 nm and 8 nm; c) 5 nm and 21 nm; and d) unable to determine.................................................................69

Figure 4.1: As prepared TiO$_2$ samples: a) pure-TiO$_2$; b) V-TiO$_2$; c) Co-TiO$_2$; d) Cu-TiO$_2$........78

Figure 4.2: Doped TiO$_2$ samples: a) pure TiO$_2$; b) Cu-TiO$_2$; c) Co-TiO$_2$; d) V-TiO$_2$. All spectra have been vertically adjusted for clarity. Scherrer analysis was utilized to determine the average crystallite size [ref. 93].................................................................80

Figure 4.3: UV-Vis spectra of pure and doped TiO$_2$ samples.................................................................83

Figure 4.4: DRIFTS analysis of doped samples with surfaces modified by sulfate (upper left) and phosphate (upper right). The middle and lower graphs show the zoomed in region of interest of the corresponding spectra.................................................................85

Figure 4.5: Raman analysis of doped samples. The top graph is for “as prepared” samples. The lower graphs are after annealing at 500 °C for 4 hours with surfaces modified by phosphate (lower left) and sulfate (lower right). In all graphs, the samples are: a) pure TiO$_2$; b) Co-TiO$_2$; c) Cu-TiO$_2$.................................................................89

Figure 4.6: Normalized UV-Vis spectra of the photocatalytic degradation of MB over various TiO$_2$ samples .................................................................92

Figure 4.7: Photodecomposition rates of MB for: a) cobalt doped samples; b) copper doped samples; c) surface modified samples; d) all samples. Pure TiO$_2$ was included in all graphs.....93

Figure 4.8: Reaction mechanism of photocatalytic degradation of surface modified TiO$_2$. reproduced from ref. [276] .................................................................95

Figure 5.1: Two most prevalent calcium carbonate phases as observed in biomineralized samples: a) calcite and b) aragonite; modified from ref. [284].................................101

Figure 5.2: Cartoon depicting the Pacific Ocean and the general temperature deviation from averages during a) El Nino conditions and b) La Nina conditions; modified from ref. [285]....102

Figure 5.3: Raman analysis of calcium carbonate bivalve shells a) 2TP4-3 and b) 2TP4-4 before, during and after (shown as a, b and c respectively in the inset images) the 1982-1983 El Niño conditions. Features identified by arrows are indicative of organic polynene molecules that are associated with pigment-protein complexes, 1135 cm$^{-1}$, 1523 cm$^{-1}$, 2270 cm$^{-1}$ and 2645 cm$^{-1}$. These organic features disappear during the El Niño event but are present both before and after the maximum SST. Reproduced with permission from ref. [281].................................................................105
Figure 6.1: Raman analysis of as prepared (upper) and 400 °C (lower) TiO$_2$ produced via a sol-gel method. In both graphs, pure TiO$_2$ and V-TiO$_2$ contained pure anatase whereas Cu-TiO$_2$ and Co-TiO$_2$ produced a brookite/anatase mixture.

Figure A.1: FTIR of Pure and B-Mod TiO$_2$ ........................................................................................................ 140

Figure A.2: FTIR of C-Mod TiO$_2$ .......................................................................................................................... 141

Figure A.3: FTIR of P-Mod TiO$_2$ .......................................................................................................................... 142

Figure A.4: FTIR of Si-Mod TiO$_2$ .......................................................................................................................... 143

Figure A.5: FTIR of S-Mod TiO$_2$ .......................................................................................................................... 144

Figure A.6: XPS of Pure TiO$_2$ ............................................................................................................................. 145

Figure A.7: XPS of P-Mod TiO$_2$ .......................................................................................................................... 146

Figure A.8: XPS of S-Mod TiO$_2$ .......................................................................................................................... 147

Figure A.9: XPS of Si-Mod TiO$_2$ .......................................................................................................................... 148

Figure A.10: XPS of Si-Mod TiO$_2$ .......................................................................................................................... 149
CHAPTER 1 – INTRODUCTION

Titanium, originally discovered in 1791, was not appreciated for its remarkable properties until around 1925 when samples of sufficient purity were obtained. Its high strength to weight ratio led to its use mainly in the aeronautics industry. Titanium dioxide (TiO$_2$), identified in 1821, was first used as a yellow enamel opacifier in 1900. A Norwegian scientist would expand on this work by receiving a patent for utilizing TiO$_2$ as a pigment in 1913.\(^1\) Despite the advances, it was not until 1916 that the technology needed to mass produce TiO$_2$ was developed.\(^2\) By the late 1950s the production of high quality white TiO$_2$ pigment had been achieved. Also in the 1950s, the versatility of TiO$_2$ was made evident when the discovery of a native oxide layer was determined to be the reason that titanium metal exhibited excellent corrosion resistant properties.\(^3\) The next major step in the technological “evolution” of TiO$_2$ came in 1972 when Fujishima and Honda showed that chemical reactions could be driven by its ability to absorb UV photons.\(^4\) From this process, commonly referred to as photoactivity, a multitude of TiO$_2$ based technologies have spawned. The common theme in technologies including TiO$_2$ is that they all involve reactions at the surface, so as the nature of the surface changes its ability to perform certain functions does as well.

This dissertation will focus on the interfacial chemistry of titanium dioxide and how manipulations of its surface can alter the properties otherwise present in its unmodified, or pristine, condition. This introductory chapter will summarize the properties of TiO$_2$ and modifications that can affect the photoactivity.
1.1 Energy and Human History

Over the course of history, the ability to capture energy has been fundamental to the survival of life. Autotrophs, organisms that require relatively simple compounds for metabolic synthesis, obtain the necessary energy to do so from solar radiation or inorganic chemical reactions. On the other hand, heterotrophs, organisms that require complex organic compounds for metabolic synthesis, get their energy from autotrophs. As humans evolved, the knowledge of how to control fire over 400,000 years ago proved to be the most important use of energy created outside the body. The utilization of fire to extract energy from recently deceased organisms was man’s first incursion into utilizing large amounts of energy that was stored many years prior. As the millennia passed with no significant advances in new energy rich materials, it was not until about 300 years ago that the use of fossil fuels became a mainstay in human civilization.\(^5\)

Despite the inefficiency in how fossil fuels are used, the low cost abundance of energy they contain has and continues to sustain an unprecedented worldwide population growth that began during the industrial revolution and continues through present times.

With the continued and prolonged use of fossil fuels, a better understanding of their origin, availability and sustainability has been acquired. For many decades now, there has been a common understanding that the rates in which these resources are being consumed far exceed the rates in which they are produced. Consequently, the great scientific and technological challenge of the early 21st century is the availability and exploitation of inexpensive sources of renewable energy. In 2014, approximately 89% of the United States’ energy demands were met by non-renewable sources, among which fossil fuels (coal, natural gas and petroleum) claimed the overwhelming majority (~81%).\(^6\) While nonrenewable energy sources provide consumers with the lowest cost per kWh, environmental concerns resulting from their utilization has forced many
to look beyond the direct economic benefits. When considering the constantly depleting stockpiles and the environmental concerns, the general focus has shifted from nonrenewable to renewable energy sources. Such a shift, even if partially implemented, would have a significant impact on the way our society currently produces and utilizes energy. The most recent data shows that renewable energy accounts for about 10% (Figure 1.1) of the United States energy production. Although hydroelectric, wind, biomass, geothermal and solar are all considered renewable, no source shows more potential than solar energy. The amount of solar energy that strikes the Earth’s surface in one hour is enough to power the world’s energy demands for an entire year.\textsuperscript{7} To this end, solar energy is the most obvious choice as a long term solution for meeting the world’s energy demands. Photosynthesis, the process by which organisms convert solar energy into chemical energy, is the most prevalent example of using solar energy to meet energy requirements.\textsuperscript{8} While green plants are the most common example, simple bacteria and blue-green algae are among the earliest organisms to employ the photosynthesis process.\textsuperscript{5} Despite photosynthesis being nature’s way of harvesting and utilizing solar energy, other naturally occurring materials have shown the ability mimic photosynthesis. Unlike photosynthesis, which occurs in living organisms, these non-living materials have an added level of versatility in that life sustaining conditions need not be considered when utilizing their photoactive properties.

1.2 Concept of Photoactivity

Photochemistry is the general term used to define the interactions of light with matter. Though light, or electromagnetic radiation, consists of a wide range of wavelengths,
Figure 1.1: Primary energy consumption by source and sector for 2014. Units are petaBtu ($10^{15}$); adapted from ref. [6].
photochemistry typically deals with the infrared, visible, and ultra-violent ranges. The term photochemistry is generally used regardless of whether the interaction of matter with light causes a reaction or light is produced as a result of a reaction. In this dissertation, the focus will be on the former.

The total energy of an atom or molecule is the sum of three components: the motion of its electrons, the vibrations of atoms contained within, and the rotation of the species in its entirety (equation 1.1). The energy levels of the three aforementioned states are quantized, that is they have specifically defined yet separate energy states which are the only allowed energy levels. When light is absorbed by an atom or molecule in its ground state (lowest electronic energy state), the formation of an excited state (species containing excess energy) occurs. The Bohr condition asserts that for this transition to occur, the incident radiation must have the same energy as the energy difference between the initial state and the final state (figure 1.2). Although not drawn to scale, figure 1.3 shows the transitions of the three types of energies that compose the total energy of a diatomic molecule. When the incident radiation is infrared (IR), visible, or ultraviolet (UV), the extent of chemical processes that occur as a result of these electronically excited states is generally termed photoactivity.

1.3 Photocatalysis

There are many naturally occurring compounds that exhibit photoactive properties. The ability of these compounds to absorb light is governed by their band gap energy. According to
Figure 1.2: Excitation of species from initial state to final (excited) state by the absorption of radiation; modified from ref. [8]
Figure 1.3: Energy levels of a diatomic molecule (the spaces between energy levels are not drawn to scale); modified from ref. [9].
band theory, when the wave functions of atoms interact the outcome is a wave function of lower energy and one of higher energy. A more stable (lower energy) bonding orbital and a less stable (higher energy) antibonding orbital is the result of this interaction.\textsuperscript{10} Once created, electrons will fill these newly formed orbitals in the lowest energy conformation possible. In doing so, the lower energy orbital (valence band) will be filled while the higher energy orbital (conduction band) will not. In specific cases, the top of the filled valence band (VB), also known as Fermi level, is separated from the conduction band (CB) by the band gap. This “distance” between the two bands, in energy, is used to categorize compounds as conductors, semiconductors, or insulators. A visual representation of the band gaps for the three classes of solids are shown in figure 1.4.\textsuperscript{11} In conductors there is no band gap energy as the VB and CB overlap which allows for the free movement of electrons between the two bands and therefore conduction through the crystal. In both semiconductors and insulators, the band gaps have defined values with the magnitude of energy between the two bands being the determining factor. While the energy differences are somewhat arbitrary, semiconductors have band gap energies less than 5.0 electron volts (eV) and insulators have band gap energies greater than 5.0 eV.\textsuperscript{10} When considering the solar radiation that strikes the Earth’s surface, as shown in figure 1.5, very little if any of the radiation exceeds about 4.5 eV.\textsuperscript{12} Thus, the utilization of semiconductors as a means of harvesting solar radiation for the purpose of driving chemical processes is firmly supported by theory as these energy levels have properly overlapping ranges.

Some semiconductor materials are commonly termed “wide band-gap semiconductors”- a term, while it is not very clearly defined, generally refers to materials with band gap energies falling in the visible to UV range. These wide band-gap semiconductor materials are steadily being discovered as modifications to the structure of the naturally occurring compounds allow
Figure 1.4: Cartoon of the band gap for three classes of solids; modified from ref. [11].
Figure 1.5: Spectra of solar radiation incident upon Earth’s surface at 53° from zenith - given in (a) wavelength and (b) electron volts; adapted from ref. [12].
for the desired band gap energy to be achieved. Although oftentimes the parent compound has been well studied and has proven useful for a specific technology, these modifications induce changes that can allow for a host of new capabilities previously determined to be impossible by the unmodified semiconducting molecule.

1.4 Titanium Dioxide

Titanium dioxide (TiO$_2$), also known as titania, is a naturally occurring mineral that possesses a wide range of applications. Some applications include food additives, coatings, paper, plastics, sunscreens and cosmetics.$^{13-15}$ Its versatility is mainly attributed to being chemically inert, relatively low in cost, and abundant.$^{16, 17}$ Despite its many uses, the most prevalent use of TiO$_2$ is as a white powder pigment due largely to its bright white color, very high refractive index, and ability to retain its white color after exposure to UV light.$^{15}$

Commercial applications of photodriven processes utilizing TiO$_2$ include air and water sanitation,$^{18, 19}$ self-cleaning glass,$^{20}$ and anti-fog coatings.$^{21}$ The aforementioned technologies as well as many lab-scale technologies (water splitting for H$_2$ production, specialty chemical production,$^{22}$ CO$_2$ reduction to useful compounds, large scale wastewater remediation, etc.) utilize sunlight as the energy source. TiO$_2$ in its pristine, or unmodified, state has a bandgap energy that allows for the absorption of UV light. With only about 4% of incident sunlight falling in the UV range, there has been a steady increase in research devoted to increasing the photoactivity of TiO$_2$. Two types of modifications are often used: bulk and surface modifications. Bulk modifications involve introducing impurities into the crystal lattice of the material to modify the bandgap whereas surface modification is when a species is adsorbed to
Figure 1.6: General mechanism for photoactivity of TiO$_2$: (a) a photon is absorbed as light interacts with the sample; (b) absorbed energy promotes an electron from the valence band to the conduction band; (c) both the electron (e$^-$) and hole (h$^+$) created by the electron’s excitation migrate to the surface of the particle; (d) the electron and hole react with surface absorbed species.
the surface in order to facilitate the attachment of other photon capturing molecules. The photoactivity of TiO$_2$ can be generally described by four steps, as shown in figure 1.6: (a) light interacts with the sample and a photon is absorbed; (b) the energy absorbed promotes an electron from the valence band to the conduction band- this separation of charge prompts the creation of a positively charged hole and a negatively charged electron pair (c) both the electron (e$^-$) and hole (h$^+$) created by the electron’s excitation migrate to the surface of the particle; (d) the electron and hole react with surface absorbed species- often as competing (oxidative/reductive) reactions. The photodriven TiO$_2$ reaction mechanism is often shown as the following chemical reactions (eq. 1.2). Furthermore, surface absorbed species (shown as donor and acceptor in figure 1.6) are reacted upon by either hydroxyl radicals or superoxide species that result when the e$^-$ and h$^+$

$$\text{TiO}_2 + h\nu \rightarrow e^- + h^+ \quad (1.2)$$

$$H^+ + H_2O \rightarrow H^+ + \cdot(\text{OH})^- \quad (1.3)$$

$$e^- + O_2 \rightarrow \cdot O_2^- \quad (1.4)$$

react with water and O$_2$ molecules that are innately present on metal oxides.$^{23}$ Subsequent reactions of hydroxyl radicals and superoxide species lead to the creation of other oxygen containing species such perhydroxyl (HOO$^-$) and hydrogen peroxide (H$_2$O$_2$), commonly included in a general class of compounds referred to as reactive oxygen species (ROS), that are known to target molecules after migrating away from the surface of TiO$_2$.$^{24}$

1.4.1 TiO$_2$ Morphology

With the exception of helium, all substances can be sufficiently cooled to form a solid phase.$^{25}$ Upon solidification, if the constituent atoms form a long range ordered three-
dimensional pattern, the structure is considered crystalline. Alternatively, if no long range ordered pattern is achieved the solid structure is termed amorphous. While some compounds solidify in a single orientation every time, there are also others in which the positioning of the component atoms can vary slightly upon solidification. When this phenomenon occurs among species with the same component atoms, polymorphs are formed. It is important to note that polymorphs are commonly referred to as phases and the two terms are often used interchangeably.

TiO$_2$ is known to have many different polymorphs- both man-made and naturally occurring.$^{26-29}$ Of these polymorphs, the three most common are anatase, rutile and brookite as shown in figure 1.7. Brookite, being the least studied of the three, shares many of the same properties as rutile while also exhibiting the same general chemistry.$^{30}$ The main disadvantage of brookite, when compared to the other two polymorphs, is that it has a bandgap energy that is slightly larger which makes it much less effective as a photocatalyst (see figure 1.7). Anatase has been historically known as the preferred phase for photocatalytic studies as its band gap energy is the smallest of the three phases and consequently absorbs a greater percentage of incident sunlight. Rutile has traditionally been considered as the most stable phase and is the phase used in most industrial applications. Anatase and brookite are considered metastable because higher temperatures can induce their transformation to the most stable rutile phase. Both pristine and amorphous TiO$_2$ can be driven to anatase phase by heating to about 400 °C for 4 hours, and both anatase and brookite phases can be driven to rutile by heating to about 750 °C for 4 hours.$^{31}$ Thermodynamic stability however, has been shown to be particle-size dependent. Macrocristalline samples, or samples larger than 14nm in diameter, prefer the rutile phase while microcristalline (less than 14nm in diameter) samples prefer anatase.$^{32}$ As a result of small
Figure 1.7: Unit cells and band gap energies of three naturally occurring TiO$_2$ polymorphs: rutile, anatase and brookite; reproduced from ref. [28].
microcrystalline TiO$_2$ particles preferring the anatase phase, many research groups have traditionally reported anatase to be the more photoactive phase. There is recent work in the literature, however, that indicates TiO$_2$ photoactivity is both particle size and surface area dependent.$^{33, 34}$ When these two properties are normalized for both anatase and rutile phases, they are determined to have very similar photoactivities.$^{35}$

1.4.2 TiO$_2$ Synthesis

TiO$_2$ is both a very common and versatile mineral. While some applications require very precise specifications (such as particle size, morphology, impurity content, etc.), the most widely used applications do not. For those applications that do not require such specifications, processing of the TiO$_2$ beyond mining, cleaning and converting into a powder is not necessary. When pure TiO$_2$ is required, synthetic production generally falls into either vapor phase or solution phase categories.$^{36}$

Vapor phase production of TiO$_2$ typically involves the conversion of some titanium-bearing mineral to titanium tetrachloride (TiCl$_4$). During this process, commonly referred to as the chloride process, the titanium ore is exposed to chlorine gas at $\sim$900 °C while in the presence of petroleum coke as a reducing agent which promotes titanium conversion to TiCl$_4$. The purification of TiCl$_4$ is achieved by the removal of other volatile and non-volatile metal chlorides. Chloride gas is then removed from the purified TiCl$_4$ as the sample is oxidized by heating to 985 °C in an oxygen flame, thus forming highly crystalline TiO$_2$.$^{37}$

Synthetic reactions involving metal alkoxides have been extensively studied with experiments dating back as early as the mid 1900’s.$^{38-40}$ When exposed to water, metal alkoxides undergo a vigorous hydrolysis reaction that produce metal hydroxides or hydrated oxides as
shown in the general reaction equation below (eq. 1.5). After the hydrolysis reaction begins, a concurrent and competing polymerization reaction begins.\textsuperscript{41, 42} The initial hydrolysis reaction (eq. 1.6) produces partially and/or completely hydrolyzed metal species that depend on the reaction kinetics. The second polymerization reaction (eq. 1.7) arranges the hydrolyzed products into a polymeric network. The solid inorganic network formed during the polymerization

\[
M-(OR)_n + H_2O \rightarrow M-(OH)_n + nR-(OH) \quad (1.5)
\]

\[
≡Ti-(OR) + H_2O \rightarrow ≡Ti-(OH) + R-(OH) \quad (1.6)
\]

\[
≡Ti-(OH) + (RO)−Ti≡ \rightarrow ≡Ti−O−Ti≡ + R-(OH) \quad (1.7)
\]

reaction proceeds as far as the hydrolysis conditions allow. The hydrolysis reaction conditions dictate the relative concentrations of the terminating bonds (OH) of the polymerization reaction by altering the reaction kinetics, thus ultimately controlling particle size and morphology.\textsuperscript{43} Titanium alkoxides most often used in sol-gel reactions include ethoxide, butoxide and isopropoxide as the carbonaceous species.\textsuperscript{44-51} In the aqueous environment, the carbonaceous alkoxide species ultimately dissociates from the metal and forms the appropriate alcohol. This reaction process has commonly become known as the sol-gel synthesis method.\textsuperscript{41} Sols are defined as colloidal (1-100 nm) particles within a liquid, while gels generally refer to an interconnected rigid network of polymeric chains with lengths greater than a micrometer and pores of submicrometer dimensions.\textsuperscript{52} When performed at room temperature and pressure, the sol-gel method produces amorphous TiO\textsubscript{2} particles with size being controlled by the acidity of the water.\textsuperscript{53-55} Once synthesis is complete, the amorphous particles are then annealed in order to induce crystallinity. A slight derivation of the sol-gel method, known as the hydrothermal method, uses increased pressures and/or temperatures during the synthesis step to produce
crystalline particles.\textsuperscript{56-58} This method most often employs an autoclave and typically produces larger particles with less surface area. The hydrothermal method has also been shown to produce highly crystalline TiO\textsubscript{2} particles of varying shapes.\textsuperscript{59-62}

### 1.4.3 TiO\textsubscript{2} Bulk Modification (doping)

As is the case with many wide band gap semiconductors, it is not uncommon to incorporate ions into the crystal lattice of TiO\textsubscript{2}. This modification of the bulk structure is known as doping. Introducing a dopant species can change the bandgap energy of TiO\textsubscript{2} by introducing extra bands into the band structure as shown in figure 1.8. These bands decrease the transition energy that electrons have to travel when going from valence to conduction band upon excitation. Pristine TiO\textsubscript{2} requires light in the UV range to overcome the bandgap energy, while dopants are capable of lowering the required excitation energy to the visible light range.

TiO\textsubscript{2} doping is typically achieved by adding the dopant species into the sol-gel mixture prior to the hydrolysis step (eq. 1.6). This places the dopant atoms into the TiO\textsubscript{2} lattice as it is being formed. It has also been suggested in literature that co-crystallization occurs as the trace amounts of oxides are formed and trapped within the porous nanostructure when using transition metal cations as the dopant species.\textsuperscript{27} A recent study has introduced the idea of “surface doped” TiO\textsubscript{2} in a literal sense. In this study, pure TiO\textsubscript{2} powders were prepared then dispersed in a coating solution that contained a titanium precursor and transition metal ions.\textsuperscript{63} This study takes advantage of the idea that surface cations can enhance photoactivity by promoting charge carrier separation, providing more reaction sites and preventing the individual particles from aggregating.\textsuperscript{64, 65}
Figure 1.8: Cartoon demonstrating the effect of doping on the bandgap of TiO$_2$. (a) pure TiO$_2$ requires light in the UV range to excite an electron from the VB to the CB; (b) TiO$_2$ doped with nickel atoms has a smaller band gap energy due to the lowering of the CB; (c) TiO$_2$ doped with nitrogen atoms has a smaller band gap energy due to the raising of the VB.
Optimizing the photoactivity of doped TiO$_2$ can be a complicated process because the molecule being doped, nature of the dopant and concentration of the dopant can all be very important factors. Because TiO$_2$ is often doped then driven to a crystalline phase with high heat and/or pressure, cationic dopants are mostly used for they can survive the intense treatment conditions. There are studies that have attempted to use anionic dopants but they tend not to survive the intense heating process needed to induce crystallization. Also, unless carefully managed, there is the potential for some carbon doping to occur as the organics from the precursor chemicals may not be completely removed from the sample – despite the intense treatment conditions.

1.4.4 TiO$_2$ Surface Modification

TiO$_2$ surface modification has been performed extensively for several years. The surface of TiO$_2$ is where all the chemistry occurs. Even after doping, the efficiency of TiO$_2$ as a photocatalysts is determined by the reactions that occur at the surface. An entire field was born in 1968 when it was discovered that organic dyes can generate electricity at oxide electrodes when illuminated. Over the years, the nature of the organic dye has changed but the reason for implementing it remains unchanged. Because pristine TiO$_2$ absorbs UV light (a minor part of incident radiation), attaching an antennae molecule or light scavenger that is capable of absorbing the more abundant visible light found in incident sunlight could make this system a viable alternative energy capture material.

In the 1980’s, photochemical experiments were performed with Ruthenium (II) 2,2’-bypridyl (Rubpy) based complexes utilizing TiO$_2$, in both particle and photoelectrode form, as the substrate material. In 1991, O’Regan and Gratzel expanded upon this work and
developed the dye sensitized solar cell (DSSC). Further experimentation utilizing TiO₂ electrodes and Rubpy complexes led to the development of a complex in 1993, recognized as N3 dye, that would stand as a benchmark standard in photovoltaic performance for about 8 years. The same research group establish a new benchmark in 2003 with the development and utilization of yet another Rubpy complex that has been coined “black dye”. For years, the anchoring group for these molecular dyes was the carboxylate functional group. The oxygen(s) on the carboxylate group are capable of bonding with exposed titanium sites present on the surface of TiO₂. Similarly, other inorganic oxoacids can be used to bind to the surface of TiO₂. In an aqueous system, such as the sol-gel reaction conditions, an oxoacid could be added as a reactant and successfully adsorbed to the surface. The surface bound oxoacid will be termed “head group” or “anchoring group” throughout this work. Once adsorbed to the surface, the covalent nature of the intramolecular bonds of the head group can withstand the charge transfer process upon irradiation.

1.5 Determination of Photocatalytic Activity

There are countless ways in which TiO₂ can be modified in an attempt to enhance photocatalytic activity. After these modifications are performed, there are equally as many ways to determine if the respective modifications enhance or inhibit the photocatalytic activity. In the literature, the most common way of determining this is to monitor the concentration of a species that can be easily monitored by spectroscopic means. This idea is consistent with the purpose in which many commercial applications aspire to use TiO₂-decomposition of pollutants.
Model compounds, often organic dyes that have very intense electronic transitions, are most commonly used for qualitative analysis of one photocatalysts versus another. The simplest method for achieving this comparative analysis is to monitor the decrease in concentration as samples are irradiated with light with respect to time. A more thorough analysis can be performed by monitoring the decomposition products, for only then can a reaction mechanism be determined – oxidative or reductive. Because the rate of photodegradation can be affected by many conditions, it is important to keep conditions such as pH, temperature, light flux and concentrations as uniform as possible.

Although there are many model compounds to choose from, this work will employ the dye commonly known as methylene blue (MB). Like many of the dyes used for this purpose, it has a very strong electronic transition that can be easily monitored by UV-Vis spectroscopy. MB, a cationic dye that has been well studied for many years, has two general decomposition pathways. The reductive pathway, or pathway that uses electrons generated by TiO$_2$ photoexcitation, leads to the demethylation of MB until the final product, phenothiazine, is formed.$^{86}$ The oxidative pathway, or pathway that uses holes generated by TiO$_2$ photoexcitation, leads to the ring cleavage pathway.$^{87}$

The demethylation, or reductive, pathway is the most common decomposition pathway for MB when used as part of TiO$_2$ photocatalytic studies. It is worth noting that there have been cases when both decomposition pathways have simultaneously occurred.$^{88-90}$ The disappearance of the intense blue color of MB can be used as a general indicator of photoactivity when used in this type system, but it should not be solely used as an indication of the reaction kinetics.
Figure 1.9: Degradation of methylene blue via the demethylation pathway; modified from ref. [88]
Figure 1.10: Degradation of methylene blue via the ring cleavage pathway; modified from ref. [88]
1.6 Outline of this Dissertation

TiO$_2$ has been widely studied for a very long time. Despite this, new and interesting properties are being discovered all the time as a result of modifications that are being made to TiO$_2$. The motivation behind this work was to explore a seemingly overlooked aspect of using TiO$_2$ as a photocatalysts; determining whether the charge transfer process is affected by the covalent nature of the surface bound species alone and in combination with doping. Molecules bound to TiO$_2$ by the carboxylate functional group dominated the literature when talking about the potential applications utilizing TiO$_2$ for its photocatalytic properties. In an attempt to synthesize the most efficient TiO$_2$ system possible, optimizing the metal-ligand interface would allow us to use and consult with the large body of work already done while also ensuring that we were performing new science. The goal was to answer the charge transfer question while utilizing relatively inexpensive starting materials, room temperature (and pressure) synthesis methods and to avoid generating hazardous waste. By employing room temperature, aqueous based sol-gel synthesis method we were able to meet these goals.

Chapter 2 summarizes the experimental methods by giving a comprehensive list of all instrumentation used in this work. Chapter 3 will discuss the effect of surface modification on TiO$_2$ phase transition temperature. Chapter 4 will cover the photocatalytic properties of TiO$_2$ that has been concurrently doped and surface modified. Chapter 5 will review a separate body of work in which Raman spectroscopy can be used to analyze the impact of El Niño on mollusk biomineralization. The remaining chapters will cover ancillary and future works.
CHAPTER 2 – EXPERIMENTAL METHODS

2.1 Introduction

This section will discuss the various instrumental techniques and chemicals utilized throughout this work. The general procedure detailing how TiO$_2$ particles were synthesized, isolated and collected is also included. Specific reaction conditions for both surface modified and transition metal doped samples will be discussed in detail in subsequent chapters.

2.2 Raman Spectroscopy

Raman spectra were measured using a HORIBA® Jobin Yvon LabRam HR800UV confocal microscope. Data was acquired by an external computer via the software LabSpec®. The excitation source used was a 633 nm Helium Neon (He-Ne) laser with 20 mW power and a 100 μm confocal hole. The solid samples analyzed in this work were placed on a standard disposable borosilicate microscope slide. The analysis of samples was performed in air as no special atmospheric conditions were required. The 50x magnification objective lens was used in this work unless otherwise stated.
2.2.1 Theory of Raman Spectroscopy

Lord Rayleigh in 1871 and Albert Einstein in 1910 were among the first to study the scattering of light by various media. They observed that radiation passing through a transparent medium interacts with atoms or molecules and scatters in all directions with no change in wavelength—a process commonly known as elastic scattering. This idea was the predecessor of Adolf Smekal’s theoretical prediction in the early 20th century that a change in frequency results from scattered monochromatic radiation, or inelastic scattering. The physicists C.V. Raman and Krishnan were the first to report the observation of inelastic scattering. This accomplishment earned Raman the Nobel Prize in 1928. When acquiring Raman spectra, a sample is irradiated by powerful monochromatic radiation in the visible or near-infrared region. After interacting with a molecule, the subsequent emitted radiation is classified as Rayleigh scattering or Raman scattering (see figure 2.1). Rayleigh scattering, a form of elastic scattering, is when the scattered radiation has a wavelength that is the same as the incident radiation after interacting with a molecule, and this type of scattering has a much greater intensity than the other class. This process occurs when a molecule is excited from its initial vibrational electronic state to a virtual state and returns to its original state upon relaxation, thus energy is neither gained nor lost. Raman scattering, however, is a form of inelastic scattering that occurs when energy is transferred to a species while interacting with incident photons. This occurs when incident radiation excites a molecule from its original electronic state and upon relaxation it returns to either an electronic energy state that is higher (Stokes) or lower (anti-Stokes) than the original energy state. These transitions are dependent upon the molecule becoming polarized, so the selection rule for Raman spectroscopy states that a Raman active mode can occur only if the
polarizability changes during vibration when the sample is irradiated. For molecules containing 
N number of atoms, there are $3N - 6$ normal vibrations ($3N - 5$ for linear molecules). Of these 
vibrational modes, some may have vibration at exactly the same frequency. In this case, the 
modes are called degenerate and only a single feature will be displayed in the spectrum at the 
respective frequency unless Fermi resonance causes the band to split.

The Raman scattering process occurs much less frequently as the energy difference of 
this radiation is as much as $10^{-3}$ to $10^{-5}$ weaker in intensity than Rayleigh scattering. The 
relationship of Raman scattering to Rayleigh scattering is the basis on which Raman spectra is 
viewed. Regardless of the wavelength of the exciting source, the more prevalent Rayleigh 
scattering is set as the zero position. Because Raman scattering is the magnitude of change in 
energy absorbed by the molecule with respect to the incident energy upon it, this scattering is 
referred to as a shift. Figure 2.2 shows the representative spectra of a carbon tetrachloride 
sample. Both the Stokes and anti-Stokes lines are shifted an equal distance from the Rayleigh 
line. The anti-Stokes lines are less intense than the Stokes lines because incident radiation 
encounters molecules that are already in an excited vibrational electronic state far less frequently 
than molecules that are not. For this reason, the more intense Stokes lines are generally used 
when reporting Raman spectra.

2.2.2 Raman Calibration

As shown in figure 2.3, both the silicon \{100\} and the D-band of diamond exhibit a very 
strong band after a single accumulation (scan) and one second of accumulation time. In this 
work, a standard silicon wafer was used as the very intense \{100\} band was centered on the full 
width at half maximum at $\sim 520.7$ cm$^{-1}$. The silicon wafer used for calibration in this work
Figure 2.1: Energy level diagram for Rayleigh and Raman transitions (energy levels are not drawn to scale)
Figure 2.2: Raman spectra of carbon tetrachloride excited by 488nm Ar\textsuperscript{+} laser; reproduced from ref. [9]
required no special preparation, as a visual inspection is sufficient for determining if any cleaning is required. A silicon wafer or diamond sample can be used for calibration. The peak intensities of these two samples are very sharp, pronounced and well-studied which allows for optimal use as a sample for calibration.

### 2.2.3 Raman Operation

The Raman spectrometer used in this work is used together as both a light microscope and for Raman analysis. Initially, a sample is placed on a standard disposable borosilicate microscope slide, and then placed on the microscope’s stage. No special atmosphere considerations were made, for all samples were air stable. This system has a camera included that allows images to be displayed on the computer monitor as opposed to utilizing the standard objective lens that is normally used on light microscopes. The area of the sample that is located in the focal plane is the area that will be subjected to Raman analysis (see figure 2.4). Using white light (xenon lamp) to illuminate the sample via an optical fiber, the objective lens is used to focus on the sample’s region of interest. Once the region of interest is identified, a “black out” curtain is placed over the sample stage to serve as a barrier to prevent fluorescent light from interfering with the sample analysis. At this point, the while light is switched off and the laser beam stops are mechanically removed which allows the beam to irradiate the sample. Both of these functions are controlled by flipping the respective rocker switches located on the control box. When the surface of the sample being analyzed is in the focal plane, the laser beam (visible on the video monitor) will converge to its smallest possible size. The beam spot will be diverged when in both under-focused and over-focused conditions with respect to the surface of the sample being analyzed. At this point, the analysis parameters can be set and the sample is ready to be analyzed.
Figure 2.3: Raman spectrum of two samples used to calibrate Raman spectrometers. (a) Silicon wafer with the \{100\} plane causing the peak at 520 cm$^{-1}$. (b) The D-mode of single crystal diamond at 1331 cm$^{-1}$. 
Figure 2.4: Ru(BPY)$_3$ crystals as observed by a Raman microscope via a 10x objective; (a) an example of a single sample of varying height; focusing on a single surface allow for the best analysis; (b) burned sample as a result of the intense laser beam
The spectral region, or region to be analyzed, can be customized by wavenumbers which allows for the analysis of only the desired region(s). The hardware, in its current configuration, limits analysis to the ranges of about $100 \text{ cm}^{-1}$ to $4500 \text{ cm}^{-1}$. The number of accumulations, or scans, can be optimized as this controls the averaging out of the designated number of scans. Accumulation, or dwell, times need to be adjusted as they affect signal intensity. Accumulation number and accumulation time are directly proportional to signal-to-noise and peak intensity respectively. Both of these parameters exhibit diminishing returns at some point, so the minimum settings needed to produce a high quality representative spectrum may change as the sample does. When utilizing higher accumulation times, especially when working with organic samples, beam damage to samples can become a problem as shown in figure 2.4. This phenomenon will be noticeable if the real time peak intensities begin to decrease as the number of accumulations increase. A quick visual inspection utilizing the white light can be used to confirm in the event that decreasing peak intensities occur as sample is being analyzed.

2.3 Fourier Transform Infrared Spectroscopy (FTIR)

For this work, two different instruments were used as each utilized different sampling techniques. Both systems were purged with compressed air that was filtered and dried by two desiccant towers. Both systems were connected to the same purging system.

2.3.1 Transmission (FTIR)

Transmission measurements were made with a Nicolet 560 Magna IR spectrometer equipped with a mercury cadmium detector. A clean zinc selenide (ZnSe) window was used as the transmission medium. The window was placed in the purged instrument for approximately
20 minutes to allow for the evacuation of ambient air that entered as the sample chamber was being loaded. After these 20 minutes, a background spectrum was taken. Immediately following, a spectrum of the clean crystal was taken in order to determine if the ambient CO$_2$ peak was present. After the CO$_2$ peak is minimized, the ZnSe crystal is removed and a small amount of the powdered sample was placed on the crystal. The crystal was then gently tapped to allow for any large and excess sample to fall off. This method leaves a very fine powder on the crystal that does not prevent acceptable signal to noise. For liquid samples, a very fine layer is spread thin over the crystal after the background of the clean crystal was taken. Two hundred and fifty scans were averaged at a resolution of 4 cm$^{-1}$.

2.3.2 Diffuse Reflectance (FTIR)

Diffuse Reflectance Infrared Fourier Transform Spectroscopy (DRIFTS) technique was performed with a Bruker Vertex 70 FTIR. A room temperature DLaTGS detector was utilized. Three hundred scans were averaged out as the aperture was set at 6 mm and the scanner velocity was 10 kHz. Data processing was performed via the OPUS software installed on a computer. A Harrick Scientific Praying Mantis® Diffuse Reflection accessory was used for measurements. This technique utilized spectroscopy grade potassium bromide (KBr) purchased from Fisher Scientific. When not in use, the KBr was placed in a vacuum oven to remain dry. When ready for use, the powder was placed in the provided sampling cup via the provided funnel. After depositing the KBr, a spatula was used to gently smooth off the top of the sample holder. The sample holder containing the KBr was then placed inside the Praying Mantis accessory. This accessory has a much smaller volume to evacuate when compared to the Nicolet FTIR (previous section), so after about 5 minutes a background spectrum was taken. Immediately following its completion, a sample spectrum was taken in order to determine if ambient CO$_2$ was detectable.
After a minimized peak is observed, the KBr is then emptied onto a piece of weigh paper. A very small amount of powdered sample is then mixed in with the KBr with a clean Pasteur pipette. The filter paper is then folded and used to pour the mixture of analyte and KBr. Once again, any excess powder is gently wiped away with a spatula while being careful not to pack the sample into the sample holder. The sample holder is then placed into the sample chamber. After about 5 minutes, a representative spectrum is obtained.

2.4 X-Ray Diffraction (XRD)

XRD measurements were done on a Bruker D8 Discover with GADDS. This instrument is outfitted with a centric Eulerian cradle and a Hi-STAR area detector. The sample holder consisted of stainless steel well plate. Initially distilled water was used to clean out the well plate. A final cleaning was done with absolute ethanol. The plate was then thoroughly dried with a paper towel. The final step consisted of spraying the well plate with electronic grade dried compressed air from a can (Belkin®).

The powder sample was poured into the well and carefully leveled off with a spatula while being careful as to avoid packing the sample. The power setting for the Cobalt source (Co kα = 1.78897 Å) was 40 kV and 35 mA. Samples were set to continuous rotation and an oscillation pattern in the X and Y directions with an amplitude of 2 mm once analysis began. Sample times varied as the large and more crystalline materials gave excellent peak intensities, while smaller and less crystalline materials gave weaker signals.

For crystalline materials, the average crystallite sizes were estimated using the Scherrer equation.

In this equation, \( \phi \) is the size of the crystallite in nanometers, \( K \) is a shape factor, \( \lambda \) is the wavelength of the x-ray in nm (0.178897 Co kα), \( \beta \) is the full width at half maximum of the
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\[
\phi = \frac{K\lambda}{\beta \cos(\theta)}
\]  

peak in radians and \( \theta \) is the peak position. Because the technique is based on the constructive interference of x-rays as they interact with planes of atoms, nanoparticles expose a bit of a limitation to this technique as the smaller particle sizes present smaller planes of atoms. The smaller planes of atoms decrease the amount of constructive interference which in turn decreases the sensitivity of this technique. When utilizing XRD, crystallographers attribute peak broadening to disorder, or a loss of long distance translational periodicity, in the structure of a material.\(^{94}\) Though there are other material properties that can cause peak broadening, a uniform broadening of all peaks in the spectrum are generally indicative of smaller particle sizes.

Although XRD has long been deemed the standard when determining the phase and average particle size of crystalline materials,\(^ {95}\) in some cases the aforementioned Raman spectroscopy can be more beneficial for determining these two parameters. Whereas XRD requires long range periodicity, only librational and lattice Raman modes are sensitive to long range periodicity. The widths of the remaining Raman modes are sensitive to the short range order of the first (~ 0.1 nm - 0.5 nm) and second (~ 0.5 nm - 5 nm) atomic shells with bending and stretching modes being specifically sensitive to local geometric disorientation and neighboring disorder respectively.\(^ {96}\)

**2.5 Ultraviolet-Visible Spectroscopy (UV-Vis)**

Electron absorption spectra were measured with a Varian Cary 50 UV-vis spectrophotometer. Solutions containing the respective analyte(s) were placed in a 1 cm path
Figure 2.5: UV-Vis spectrum showing the experimentally determined band gap ($E_g$)
length quartz cuvette at room temperature. Scan rates were set at 600 nm/min. Bandgap information is obtained from the representative spectrum by extrapolation of the flat line of the low nanometer end and extrapolation of the absorption edge.\(^9\) The wavelength at which these lines intersect is the experimentally determined band gap.\(^9\)

### 2.6 X-Ray Photoelectron Spectroscopy (XPS)

XPS analysis was performed using a Kratos Axis 165 x-ray photoelectron spectrometer. The base pressure of the system was 2.0 x 10\(^{-9}\) torr, and Aluminum k\(\alpha\) monochromatic x-ray (1486.7 eV) was the x-ray source used. It operated at 150 W (15 kV at 10mA) and the spectra were collected with a pass energy of 40 eV.

The samples were embedded onto double sided carbon tape with no further preparations. Because the photoemission process (figure 2.6) can cause localized charging, charge neutralization may be required. Sample charging is problematic because it can lead to peak broadening and diminished reliability of the acquired data. When non-monochromatic x-ray sources are used, there are usually a suitable number of low energy electrons (usually less than 5 eV) available in the sample to promote neutralization. The use of monochromatic x-rays for excitation usually requires charge neutralization because the number of low energy electrons is not produced in sufficient quantities to achieve neutralization.\(^9\) In this case, a filament is used to flood the sample with low energy electrons that produce a uniform negative charge of known magnitude across the surface of the sample. After charge neutralization and data acquisition, the peaks are shifted to their correct position by using the adventitious carbon (1s) peak that resides at a binding energy of approximately 284.5 eV as the standard.
Figure 2.6: Cartoon of the X-Ray photoelectron process. Image adapted from ref [99]
2.7 Tube Furnace

Samples were annealed using a Lindberg/Blue 1100 °C Three Zone Tube Furnace. The furnace was outfitted with a 3-inch diameter quartz tube. The samples were placed in a ceramic boat and/or well plate and placed in the center zone of the furnace where it was heated for the respective heating cycle. The samples were annealed in air with a ventilation snorkel near the open end to remove any liberated gases. The heating rate was 25 °C/min and the samples were allowed to cool naturally.

2.8 Photochemical Reaction Chamber

Irradiation of samples was performed with a Rayonet photochemical reactor (RPR-600 model, Southern New England Ultraviolet inc., Branford CT). The reactor was equipped with a cooling fan as well as a rotating sample holder that can accommodate up to 8 samples. The reactor employed 5 fixed UV lamps \((\lambda_{\text{max}} = 254 \text{ nm})\) that produced 8 W per lamp. The spatial energy distribution of this source can be seen in figure 2.7. The irradiated samples were uniformly irradiated due to the 5 RPM rotating sample holder. The solutions were irradiated in quartz test tubes for the required amount of time under ambient conditions. The quartz test tubes utilized were designed and fabricated in house to fit into the photochemical reaction chamber.

2.9 TiO\textsubscript{2} Synthesis

All TiO\textsubscript{2} samples used in this work were prepared via the sol-gel method (see §1.4.2). Although there were variations in the reactants used, the general reaction from initialization to collection of the final product followed the same general procedure. This aqueous based reaction
Figure 2.7: Spectral energy distribution of 254 nm (~ 8 W per lap) lamps from Rayonet specification. Reproduced from ref [296]
utilized fairly low cost reagents, avoided the use of dangerous chemicals and produced very few toxic waste products. Specific reaction conditions for both surface modified and transition metal doped samples will be discussed in detail in subsequent chapters.

2.9.1 Chemicals

All chemicals utilized in this work were used as received. Synthetic reactions involved in the formation and the surface modification TiO$_2$ utilized the following chemicals: titanium (IV) isopropoxide (97%), propionic acid (99.5%), and boric acid (99.5%) were all purchased from Sigma-Aldrich. Sulfuric acid (Certified ACS Grade - Fisher), phosphoric acid (85% - EM Science), 3-aminopropyl triethoxysilane (95% - Gelest), isopropyl alcohol (ACS Grade) and deionized water were also used in this work. Reagents used in the doping of TiO$_2$ included cobaltous chloride hexahydrate (98%), vanadyl acetylacetonate (98%) and cupric chloride dihydrate (laboratory grade). The cobalt and vanadium complexes were purchased from Sigma-Aldrich, whereas the copper compound was purchased from Fisher Scientific.

2.9.2 Washing Procedure

All TiO$_2$ synthesis reactions were considered complete after stirring for 2 hours, the reaction mixture was emptied directly into 15 mL centrifuge tubes, capped and centrifuged at ~2000 rpm for several minutes. After this first centrifugation step, the supernatant was discarded and DI water was added until the tube was partially filled. At this point, the partially filled tube was capped, shaken and ultrasonicated in order to disperse the precipitate in the water in an attempt to dissolve any unwanted species that may have been either physisorbed or trapped in the pores of the gel formed during the reaction. The unwanted species included isopropanol, a byproduct of the titanium precursor used, as well as the respective surface modifying species.
After the sonication step, DI water was added until the tube was filled. The sample was then sonicated again before being placed into the centrifuge. This procedure was repeated for a minimum of 5 cycles as all samples were determined to be clean after the fifth washing cycle.

Surface modification used oxyacids. Upon completion of the each centrifugation step the pH of the supernatant was tested with a piece of pH paper. The particles were considered clean when the pH of the supernatant reached a neutral (~7) pH. If the pH of the supernatant was not neutral, the liquid was discarded and the addition of DI water began a new wash cycle. In other work (Chapter 4), transition metal doped samples were prepared using transition metal salt precursors. These salts caused the reaction mixtures to be colored. The samples were considered clean when the supernatant was clear upon visual inspection. If the supernatant retained a color after centrifugation, the wash cycle was repeated.

2.9.3 Filtration and Processing

Once washing was complete, the samples were collected by vacuum filtration. The centrifuge tubes were emptied into a Buchner funnel containing two sheets of Whatman® filter paper. This funnel was used in conjunction with a side-arm Erlenmeyer flask that was connected to the house vacuum line. When only one piece of filter paper was used, the milky solution simply passed through without retaining any of the solid. The second piece of filter paper slows the process considerably but traps the solid and allows for the clear filtrate to pass through. After all the visible liquid had passed through the filter, the vacuum line was left on for a few extra minutes. (Though this step is not required, the extra time allows for the fast moving air to dry the cake enough to form cracks as well as separate the cake from the dry filter paper as it too is dried). The resulting cake was placed in a mortar and the dry filter paper is easily separated from
the sample. A pestle was used to press the cake thin in order to ensure a more thorough drying and the sample was placed in a vacuum oven at 40 °C for several hours. A low vacuum was turned on in order to remove the residual water vapor from the chamber as it dried out of the sample. The sample was ground using the pestle every couple of hours until the powder was dry and had a very fine consistency.

2.9.4 Drying and Collection

After about 18 hours at 40 °C, the powder was transferred from the mortar into a screw-cap vial via filter paper or a weigh boat. The samples were then sufficiently dried and ready for analysis. The drying oven was set at this relatively low temperature because higher temperatures and/or longer drying times have been shown to induce crystallization from the amorphous to anatase phase. The particles, as prepared, were then analyzed to determine crystallographic phase. Once the phase was determined samples were annealed to induce crystallization.
CHAPTER 3 – EFFECT OF SURFACE MODIFICATION ON TiO$_2$ PHASE TRANSITION TEMPERATURE

3.1 Introduction

Anatase, brookite and rutile are the three common polymorphs of TiO$_2$. Although they all contain the TiO$_6$ octahedra, the subtle differences in structure contribute to different material properties. Of the three TiO$_2$ polymorphs, rutile is the most thermodynamically stable phase at room temperature. The other two phases, anatase and brookite, can be irreversibly driven to the rutile phase by exposing to high temperatures.$^{31, 49, 100-103}$ The temperatures at which these transitions occur are known as the phase transition temperature (PTT). However, there are several factors that can affect the kinetics that control the amorphous to anatase transition (α-A) transition and the anatase to rutile (A-R) transition.

It has been shown in previous works that the synthesis of TiO$_2$ via the sol-gel method produces amorphous particles.$^{104-106}$ However, a variety of polymorphs can be produced if the reaction parameters (pH, temperature, aging time, addition rates, etc.) are modified.$^{100, 102, 106-109}$ Once synthesized, the resulting size, shape, surface area, impurity content and heating rate can affect the subsequent PTT if the desired polymorph is not already achieved.$^{51, 110-114}$ This concept is important because some applications, such as porous gas separation membranes and gas sensors, endure harsh conditions that can induce phase transition and as a result decrease the performance of the devices.$^{115-117}$
Single-crystalline TiO$_2$ is among the most studied systems in the surface science of metal oxides.$^{27}$ Among these studies is a body of work that deals specifically with the surface modification of single crystal TiO$_2$.$^{70,118-123}$ These single crystal studies would be the theoretical basis for making modifications to bulk TiO$_2$ surfaces. Various oxoacids have been used as models to demonstrate the ability of TiO$_2$ to accept chemisorption at its surface. Successful surface modification of TiO$_2$ has been achieved by attaching sulfates,$^{83,124,125}$ phosphates,$^{47,126,127}$ silicates,$^{128-130}$ and carboxylates$^{131-133}$ functional groups. Although these oxoacids are small and simple molecules, they are capable of serving as coupling agents that facilitate binding of much larger and complex molecules to TiO$_2$ surfaces (§1.4.4).

In this work the reaction conditions utilized lead to the formation of amorphous TiO$_2$ nanoparticles as prepared. Common oxyacids are included in the reaction mixture and attached to the surface of the amorphous TiO$_2$ particles. After drying and collecting, the samples are systematically annealed to induce crystallization. The effect of surface modification on phase transition temperature is then determined by comparing the observed values to the literature values of pristine TiO$_2$.

### 3.2 Nanoparticle Synthesis

All TiO$_2$ samples were prepared by the controlled hydrolysis of titanium(IV) isopropoxide (Ti-OiPr) under ambient conditions as previously shown by Korosi.$^{134}$ In a 500 mL Erlenmeyer flask, 14.8 mL of Ti-OiPr was diluted with 30 mL of isopropyl alcohol (IPA). The solution was magnetically stirred using a Teflon coated magnetic stir bar. To this mixture, 50 mL of deionized (DI) water was added promoting hydrolysis. After this hydrolysis process,
surface modification was effected by adding 200 mL of the respective 0.05M solution to the reaction mixture. The solutions used to attempt surface modification contained phosphoric acid, boric acid, (3-aminopropyl)triethoxysilane (APTES), propionic acid and sulfuric acid. Unmodified, or pure, TiO₂ was prepared similarly as 200 mL of DI water was added instead of a 200 mL solution containing a surface modifying species (SMS). The samples were allowed to stir for 2 hours at room temperature before collecting (as outlined in §2.9).

3.3 TiO₂ Surface Modification

For surface modification, the reaction conditions were carried out in a way that produced TiO₂ particles prior to the addition of the SMS. After initial TiO₂ formation, surface modification was attempted by adding the respective species (figure 3.1) to each reaction. TiO₂ synthesis conditions were held constant and a common concentration of 0.05M of the SMS was used for each reaction. The reaction was performed as described in the previous section to promote surface bonding instead of “trapping” the SMS in the inorganic network as the alkoxide hydrolysis and polymerization reactions occur which lead to particle formation.

When introduced to the reaction mixture, the SMS shown in figure 3.1 dissociate and form ions in solution. As the protons dissociate, the resulting anions are available for bonding with exposed Ti⁺ surface sites of TiO₂. The silicate species has the ethoxy groups replaced by hydroxide groups when it initially hydrolyzes as its 0.05M solution is prepared.¹³⁵,¹³⁶ When the surface modification process was complete, the samples were analyzed for the presence of the SMS. Samples identified as “as prepared” describe samples that were analyzed prior to high temperature annealing. Individual samples were identified based on the SMS utilized during the
reaction: unmodified (pure); phosphate (P-mod); carboxylate (C-mod); silicate (Si-mod); borate (B-mod); sulfate (S-mod).

3.3.1 FTIR Analysis

After the synthetic procedures were completed, diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS) analysis was performed to identify the functional groups present via their characteristic vibrational frequencies. Figure 3.2 shows the FTIR spectra of the various powder samples. A more detailed view of all FTIR spectra can be found in the appendix.

Within the graph, spectrum (a) shows pure TiO$_2$. The FTIR spectrum of pure TiO$_2$ consist of a broad feature at the low wavenumber region ~500 cm$^{-1}$ – 900 cm$^{-1}$ that is attributed to Ti─O─Ti lattice vibrations.$^{47,137}$ The peak at 1627 cm$^{-1}$ is due to the O─H bending mode of water and/or surface hydroxides. The high wavenumber features, the broad ~3200 cm$^{-1}$ – 3400 cm$^{-1}$ and 3666 cm$^{-1}$, represent hydrogen bonding and O─H stretching from surface absorbed water and hydroxide groups respectively.$^{138}$ All samples exhibited the general structure of this spectrum which was indicative of TiO$_2$ being present as the substrate in all the samples. Four of the five SMS were confirmed to be present after the surface modification procedure was carried out (see table 3.1). As these modifications occur, the SMS are bound to the TiO$_2$ substrate in a specific orientation and a representation of the possible modes of coordination can be seen in figure 3.3. The lone unsuccessful SMS, the borate species labeled as spectrum (b), showed no indication of being present as its spectrum looked virtually identical to the pure TiO$_2$ spectrum.

The carboxylate species, shown in spectrum (c), is identified by several different features. The ─CH$_2$─ wag and deformation modes are identified by peaks at 1302 cm$^{-1}$ and 1471 cm$^{-1}$
Figure 3.1: Simple molecules used to bond to the surface of TiO\textsubscript{2} nanoparticles. When introduced to the reaction mixture, the highlighted portions dissociate and a potential binding site is exposed. The nomenclature shown is indicative of the functional group involved in TiO\textsubscript{2} surface bonding and is not the actual molecule shown.
Figure 3.2: FTIR analysis of as prepared-TiO₂ after surface modifications were performed: a) pure; b) B-mod; c) C-mod; d) S-mod; e) Si-mod; f) P-mod. All spectra were vertically adjusted for clarity.
respectively. The feature at 1379 cm\(^{-1}\) is the symmetric deformation of \(\text{─CH}_3\). The symmetric and asymmetric stretching modes of the carboxylate (\(\text{─COO}^\cdot\)) are positioned at 1435 cm\(^{-1}\) and 1521 cm\(^{-1}\) respectively. The relatively low \(\Delta\) value, or the difference in wavenumbers between the symmetric and asymmetric stretching modes, indicates that the carboxylate is bound to the surface of the TiO\(_2\) substrate in a bidentate fashion.

The sulfate species, shown in spectrum (d), is identified by the four rather distinct features. The free sulfate is categorized in the T\(_d\) point group. This high-symmetry point group has four fundamental modes of which only two are infrared active, \(v_3\) and \(v_4\). When the sulfate species forms a complex by bonding to a metal, the symmetry is lowered and all four fundamental modes can become infrared active depending on the type of coordination to the metal. The four features observed in this work were 978 cm\(^{-1}\), 1043 cm\(^{-1}\), 1131 cm\(^{-1}\) and 1203 cm\(^{-1}\) correspond to the \(v_1\) and \(v_3\) (degenerate splitting) modes that correspond to symmetric and asymmetric stretching modes respectively. The method of sulfate binding to the surface of the TiO\(_2\) substrate is apparently bidentate because of the higher frequencies of the binding modes when compared to unidentate and bridging sulfato complexes found in literature.

The silicate species, shown in spectrum (e), also contained carbonaceous species that caused several features in the corresponding region of interest. The peaks at 1103 cm\(^{-1}\) is due to the Si─O symmetric stretch, 1214 cm\(^{-1}\) the Si─CH\(_2\) wag, 1302 cm\(^{-1}\) the ─CH\(_2─\) wag, 1329 cm\(^{-1}\) the Si─CH scissoring, 1354 cm\(^{-1}\) the C─H deformation, and 1389 cm\(^{-1}\) the ─CH\(_3\) symmetric deformation. The peak found at 1411 cm\(^{-1}\) is the Si─CH\(_2─\) deformation mode. The shoulder feature at 1471 cm\(^{-1}\) can be attributed to the deformation of the central ─CH\(_2─\) of the propyl chain found in the APTES ligand. The larger peaks located at 1515 cm\(^{-1}\) and 1620 cm\(^{-1}\) are
<table>
<thead>
<tr>
<th>Sample</th>
<th>Wavenumbers (cm(^{-1}))</th>
<th>Vibrational Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Pure TiO(_2)</td>
<td>500 cm(^{-1}) – 900 cm(^{-1})</td>
<td>Ti–O–Ti lattice vibrations (^{47, 137})</td>
</tr>
<tr>
<td></td>
<td>1627 cm(^{-1})</td>
<td>O–H bending mode (^{47})</td>
</tr>
<tr>
<td></td>
<td>3200 cm(^{-1}) – 3400 cm(^{-1})</td>
<td>H bonding, surface adsorbed water (^{138})</td>
</tr>
<tr>
<td></td>
<td>3665 cm(^{-1})</td>
<td>Ti–O–H stretch (^{137})</td>
</tr>
<tr>
<td>(c) C-Mod TiO(_2)</td>
<td>1302 cm(^{-1})</td>
<td>–CH(_2) wag (^{139})</td>
</tr>
<tr>
<td></td>
<td>1379 cm(^{-1})</td>
<td>–CH(_3) symmetric deformation (^{140})</td>
</tr>
<tr>
<td></td>
<td>1435 cm(^{-1})</td>
<td>–COO(^{-}) symmetric stretch (^{141})</td>
</tr>
<tr>
<td></td>
<td>1471 cm(^{-1})</td>
<td>–CH(_2) deformation (^{139})</td>
</tr>
<tr>
<td></td>
<td>1521 cm(^{-1})</td>
<td>–COO(^{-}) asymmetric stretch (^{141})</td>
</tr>
<tr>
<td>(d) S-Mod TiO(_2)</td>
<td>978 cm(^{-1})</td>
<td>(\nu_1) M–SO(_4) symmetric stretch (^{141, 143, 145})</td>
</tr>
<tr>
<td></td>
<td>1043 cm(^{-1})</td>
<td>(\nu_3) M–SO(_4) asymmetric stretch (^{141, 143, 145})</td>
</tr>
<tr>
<td></td>
<td>1131 cm(^{-1})</td>
<td>(\nu_3) M–SO(_4) asymmetric stretch (^{141, 143, 145})</td>
</tr>
<tr>
<td></td>
<td>1203 cm(^{-1})</td>
<td>(\nu_3) M–SO(_4) asymmetric stretch (^{141, 143, 145})</td>
</tr>
<tr>
<td>(e) Si-Mod TiO(_2)</td>
<td>1103 cm(^{-1})</td>
<td>Si–O symmetric stretch (^{139, 140})</td>
</tr>
<tr>
<td></td>
<td>1214 cm(^{-1})</td>
<td>Si–CH(_2) wag (^{139, 140})</td>
</tr>
<tr>
<td></td>
<td>1302 cm(^{-1})</td>
<td>–CH(_2) wag (^{135, 140})</td>
</tr>
<tr>
<td></td>
<td>1329 cm(^{-1})</td>
<td>Si–CH scissoring (^{146})</td>
</tr>
<tr>
<td></td>
<td>1354 cm(^{-1})</td>
<td>C–H deformation (^{139, 140})</td>
</tr>
<tr>
<td></td>
<td>1389 cm(^{-1})</td>
<td>–CH(_3) symmetric deformation (^{135, 139, 146})</td>
</tr>
<tr>
<td></td>
<td>1411 cm(^{-1})</td>
<td>Si–CH(_2) deformation (^{135, 139, 146})</td>
</tr>
<tr>
<td></td>
<td>1471 cm(^{-1})</td>
<td>–CH(_2) deformation (^{139, 140})</td>
</tr>
<tr>
<td></td>
<td>1515 cm(^{-1})</td>
<td>–NH(_3^+) deformation (^{139})</td>
</tr>
<tr>
<td></td>
<td>~1620 cm(^{-1})</td>
<td>N–H bend (^{135, 139})</td>
</tr>
<tr>
<td>(f) P-Mod TiO(_2)</td>
<td>~1035 cm(^{-1})</td>
<td>M–PO(_4) (^{47, 140})</td>
</tr>
</tbody>
</table>

Table 3.1: Observed FTIR vibrational modes and their respective characterization of surface modifications performed on TiO\(_2\) substrate shown in figure 3.2.
Figure 3.3: Possible modes of coordination of ligands bound to metal surfaces; modified from ref [141]
assigned to the $-\text{NH}_3^+$ deformation and N–H bending respectively.\textsuperscript{47, 139, 140, 146, 147} The $-\text{NH}_3^+$ arises as the terminal amine groups are protonated by residual water ($\sim 1630 \text{ cm}^{-1}$) that remains present on the surface of the TiO$_2$ substrate after the low temperature drying step. Prior studies have shown that the silicate species is bound to the surface of single crystal TiO$_2$ (100) in a bidentate fashion with an unbound hydroxyl and an amine terminated propyl chain.\textsuperscript{129, 148}

The phosphate species, shown in spectrum (f), has a lone broad feature centered at $\sim 1035$ cm$^{-1}$. This broad feature ($\sim 950 \text{ cm}^{-1} – 1110 \text{ cm}^{-1}$) is indicative of the PO$_4$ characteristic vibrational frequencies. It has been shown in previous studies that a broad feature results from highly acidic conditions.\textsuperscript{149, 150} As the synthetic conditions become more basic, the four overlapping features (symmetric and asymmetric P–O; symmetric and asymmetric P–OH) become more pronounced within the spectrum.\textsuperscript{127} As is the case with many tetrahedral anions such as the free sulfate ion, the free phosphate ion has T$_d$ symmetry that is lowered to either C$_{2v}$ or C$_{3v}$ upon coordination. The phosphate ion binds the TiO$_2$ substrate in a bidentate fashion indicates C$_{2v}$ symmetry.\textsuperscript{127, 141}

### 3.3.2 XPS Analysis

XPS analysis was performed for further verification of successful surface modification. Figure 3.4 shows the low binding energy region of the spectra for all samples except C-mod TiO$_2$. The observed electronic transition and their respective characterizations are shown in table 3.2. Peak fitting was utilized when high resolution scans revealed peaks possessing shoulders and/or irregular shapes. A more detailed view of all XPS spectra can be found in the appendix.

Within the graph, spectrum (a) shows pure TiO$_2$. The main feature at 284.5 eV is attributed to the adventitious carbon as the C-1s peak. The minor peaks found in the same
region, 286.5 eV and 288.5 eV, are likely contributions from alcohol and carbonyl containments.\textsuperscript{151,152} The remaining features found at 61.5 eV, 36.5 eV and 21.5 eV are identified as Ti-3s, Ti-3p and O-2s respectively. These three low binding energy features warrant no further mentioning as they are remained relatively unchanged among all samples. The high binding energy features include peaks at 458.1 eV (Ti-2p\textsubscript{3/2}), 463.8 eV (Ti-2p\textsubscript{1/2}) and 564.3 eV (Ti-2s); all of which are consistent with TiO\textsubscript{2}.\textsuperscript{153-155} The O-1s peaks are found at 529.2 eV (TiO\textsubscript{2}), 531.5 eV (TiOH) and 533.1 eV (basic hydroxyl groups or chemisorbed water).\textsuperscript{151,152,156-158} The binding energies seen in the sample are in good general agreement with the samples in which surface modification was attempted.

Spectrum (b) of figure 3.4 shows the spectrum of B-mod TiO\textsubscript{2}. The line profile resembles pure-TiO\textsubscript{2} very closely with the exception of a peak at 400.3 eV which Sargent et al. attributes to trace amounts of N\textsubscript{2} absorbed on the TiO\textsubscript{2} surface.\textsuperscript{153} The B-1s feature would be expected at ~188 eV,\textsuperscript{25} yet a high resolution scan of this region yielded no evidence of boron being present. With both XPS and FTIR exhibiting no spectroscopic proof of boron present, it was concluded that the attachment of borate to the surface of TiO\textsubscript{2} was unsuccessful.

Line spectrum (c) of figure 3.4 shows the spectrum of S-mod TiO\textsubscript{2}. The C-1s peak at 284.3 eV was used as the internal standard for the sample. Sulfur was shown to be present in the sample by the appearance of the S-2s feature located at 233.4 eV. The S-2p peak at 169.3 eV is indicative of the sulfate ion being present as this binding energy is typically that of sulfur that exists in the S\textsuperscript{VI} oxidation state.\textsuperscript{159-161} Also, there is a O-1s peak at 532.8 eV that corresponds to that of sulfates.\textsuperscript{155}
Figure 3.4: XPS analysis of as prepared-TiO$_2$ after surface modifications were performed: a) pure; b) B-Mod; c) S-Mod; d) Si-Mod; e) P-Mod. All spectra were vertically adjusted for clarity.
<table>
<thead>
<tr>
<th>Assignment</th>
<th>Binding Energy (eV)</th>
<th>B-mod TiO$_2$</th>
<th>S-mod TiO$_2$</th>
<th>P-mod TiO$_2$</th>
<th>Si-mod TiO$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O - 2s</td>
<td>21.5</td>
<td>21.5</td>
<td>20.6</td>
<td>21.4</td>
<td>21.0</td>
</tr>
<tr>
<td>Ti - 3p$_{3/2}$</td>
<td>36.5</td>
<td>36.3</td>
<td>36.6</td>
<td>36.4</td>
<td>36.5</td>
</tr>
<tr>
<td>Ti - 3s</td>
<td>61.5</td>
<td>61.3</td>
<td>61.6</td>
<td>61.4</td>
<td>61.5</td>
</tr>
<tr>
<td>C - 1s</td>
<td>284.5, 286.5, 288.5</td>
<td>284.6</td>
<td>284.3, 286.6</td>
<td>284.4, 286.3</td>
<td>284.5, 286.8</td>
</tr>
<tr>
<td>Ti - 2p$_{3/2}$</td>
<td>458.1</td>
<td>458.2</td>
<td>458.9, 461.3</td>
<td>457.5, 459.2</td>
<td>457.5, 461.4</td>
</tr>
<tr>
<td>Ti - 2p$_{1/2}$</td>
<td>463.8</td>
<td>464.0</td>
<td>464.3, 466.9</td>
<td>460.8, 465.0</td>
<td>463.2, 467.1</td>
</tr>
<tr>
<td>O - 1s</td>
<td>529.2, 531.5, 533.1</td>
<td>528.8, 530.0</td>
<td>530.6, 532.8, 534.4</td>
<td>530.5, 531.9</td>
<td>528.6, 532.2, 533.8</td>
</tr>
<tr>
<td>Ti - 2s</td>
<td>564.3</td>
<td>563.3</td>
<td>567.5</td>
<td>566.4</td>
<td>567.0</td>
</tr>
<tr>
<td>N - 1s</td>
<td></td>
<td>400.3</td>
<td></td>
<td></td>
<td>398.7, 401.3, 403.9</td>
</tr>
<tr>
<td>Si-2p</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100.8, 103.0</td>
</tr>
<tr>
<td>Si-2s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>152.5</td>
</tr>
<tr>
<td>S-2p</td>
<td></td>
<td></td>
<td>169.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S-2s</td>
<td></td>
<td></td>
<td>233.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-2p</td>
<td></td>
<td></td>
<td></td>
<td>133.2</td>
<td></td>
</tr>
<tr>
<td>P-2s</td>
<td></td>
<td></td>
<td></td>
<td>190.6</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Observed XPS transitions and their respective binding energies
Line spectrum (d) of figure 3.4 represents Si-mod TiO$_2$. The C-1s contains two features. The peak at 284.5 eV is assigned to adventitious carbon and the 286.8 eV peak is attributed to alcohols. There are three N-1s peaks (398.7 eV, 401.3 eV and 403.9 eV) that correspond to NH$_2$, NH$_3^+$ and oxidized nitrogen due to surface contaminants. As the surface modification procedure utilizes the sol-gel method, residual water that was not completely removed by the drying process interacts with the amine group of the APTES causing the NH$_3^+$ to be present. Silicon is shown to be present at 152.5 eV (Si-2s) and 101.6 eV (Si-2p). It has been reported in other works that the APTES (see figure 3.1) ligand can bind to the surface hydroxyl groups of metal oxides by either the silicon end or by the terminal amine group. The two silicon features as well as the O-1s feature at 532.2 eV, which corresponds to the Ti─O─Si, confirms surface bonding to TiO$_2$ via the silane group. It is from this data that the APTES is confirmed to be present as well as its mode of coordination.

The line spectrum (e) of figure 4.4 is that of P-mod TiO$_2$. Adventitious carbon, the C-1s feature, has a binding energy of 284.4 eV. Phosphorus is determined to be present by the appearance of the P-2s mode at 190.6 eV and the P-2p mode at 133.2 eV. The presence of the O-1s feature at 531.9 eV corresponds to the binding energy of surface hydroxyl groups. Further evidence of the phosphate ion is shown at 530.6 eV which is attributed to the P─O bond.

### 3.4 Phase Identification

Raman spectroscopy has proven to be a very powerful tool when analyzing nanoparticles. Not only do the three common polymorphs of TiO$_2$ have a unique representative spectra, amorphous TiO$_2$ does as well. Figure 3.5 shows the spectra of amorphous, anatase, rutile and a
Figure 3.5: Raman spectra of TiO$_2$ samples: a) amorphous; b) rutile; c) anatase; d) rutile/anatase mixture. Spectra have been vertically adjusted for clarity.
Figure 3.6: XRD spectra of TiO$_2$ samples: a) reference spectrum of mixed – rutile/anatase; b) rutile; c) anatase. Samples b) and c) were prepared as a part of this work. Spectra have been vertically adjusted for clarity.
mixture of anatase and rutile phases. The vibrational modes and their assignments are also shown. Raman also has the capability to detect a combination of polymorphs that are found within a single sample. XRD has the same capability and has been known as the standard for identifying polymorphs, but the analysis of nanoparticles by this technique has proven a bit problematic as the very small particle sizes causes peak broadening. Because the Bragg diffraction angles (2θ) can be quite similar for polymorphs of the same material, peak broadening can hinder the accuracy of determining peak positions. Decreasing crystallite sizes can cause peak broadening in Raman as well, but the TiO$_2$ polymorphs have spectra that are distinctively different and the degree of broadening is not nearly as pronounced as in XRD. As crystallite sizes increase and XRD become more useful for analysis, the three most intense peaks in each spectrum will be used to identify the polymorphs present. The spectra shown in figure 3.6 show the diffraction pattern of rutile, anatase and a combination of the two polymorphs. The three most intense modes for anatase are at 29.4°, 44.2° and 56.4°. Alternatively, the three most intense modes for rutile are at 31.9°, 42.1° and 64.0°. The three modes were primarily used to determine the phase present in each sample. Also evident is the peak broadening phenomena that occurs in XRD due differences in crystallite sizes.

3.5 TiO$_2$ Phase Transition

After TiO$_2$ particles were synthesized, including surface modified (where applicable), the samples were exposed to several 4 hour heating cycles. Raman, XRD and FTIR analyses were performed after each heating cycle to determine the phase as well as the molecular species
present. The literature accepted values for the amorphous to anatase transition \((\alpha - A)\) and the anatase to rutile \((A - R)\) transition is approximately 400 °C and 750 °C when heated for 4 hours.\(^{31}\)

A heating profile was performed on unmodified (pure) TiO\(_2\) to serve as a control for the changes in phase. Figure 3.7 shows the Raman analysis after each 4-hour annealing stage. Although the synthesis conditions call for the formation of amorphous particles, there is some indication that pure TiO\(_2\) samples did contain a small portion of anatase after drying yet before the first heating cycle. This can be attributed to the drying step. Although the samples are filtered and dried at 60 °C for several hours, the constant input of thermal energy could be responsible for inducing partial crystallization in these samples. As the heating steps continued, the spectra showed the complete transformation from amorphous to that of anatase \((\alpha - A)\) at 400 °C. After each heating cycle, the anatase peaks became more defined and pronounced which suggests an increase in long range order as well as increased average crystallite size.\(^{170}\) At 650 °C, a very small rutile feature began to appear at 448 cm\(^{-1}\) \((E_g\) mode) which indicates that the transformation from anatase to rutile had begun, albeit in the very early stages. After heating at 800 °C, the spectrum shows that there was no anatase remaining and that the sample was now exclusively rutile. Aside from the reduction of features associated with adsorbed water, the FTIR spectra remained essentially unchanged throughout the heating cycles.

The attempts to adsorb borate to the surface of TiO\(_2\) proved unsuccessful as there was no indication in FTIR and XPS of the borate species being present. In addition to this lack of spectroscopic evidence, the Raman spectra (not shown) of the heating profile of the B-Mod TiO\(_2\) samples looked remarkably similar to that of pure TiO\(_2\). The anatase phase was exclusively present at 400 °C. At 650 °C, a mixture of anatase and rutile appears to be present as a small
rutile feature appears at 448 cm\(^{-1}\) (E\(_g\) mode) in the Raman spectrum. The spectrum taken at 800 °C indicated that the sample has been transformed to rutile exclusively.

FTIR spectra, shown in figure 3.7, indicated that the propionic acid species was attached to the surface of TiO\(_2\) in its “as prepared” state. After heating the sample at 400 °C, the wag (1305 cm\(^{-1}\)) and deformation (1471 cm\(^{-1}\)) modes of the methylene group as well as the symmetric (1435 cm\(^{-1}\)) and asymmetric (1521 cm\(^{-1}\)) features associated with the carboxylate group were no longer present. Previous work performed by Khlestkin et al. has shown that metal carboxylates usually decompose into the simple gaseous products, carbon dioxide and carbon monoxide, at temperatures in excess of about 330 °C.\(^{171, 172}\) As thermal decomposition of the carboxylate group would cause the C-Mod TiO\(_2\) to greatly resemble pure TiO\(_2\), the Raman heating profile of C-Mod TiO\(_2\) showed the same general trend as the pure TiO\(_2\). The α-A transition was complete after heating at 400 °C and the A-R transition had begun after heating at 650 °C indicated by the appearance of the E\(_g\) mode at 448 cm\(^{-1}\). After the 800 °C heating step, no evidence of the anatase phase was present as the sample contained rutile exclusively.

FTIR and XPS analyses confirmed that the sulfate species successfully adsorbed to the surface of TiO\(_2\). The heating profile of the S-Mod TiO\(_2\) sample showed the same α-A transition as pure TiO\(_2\). The Raman spectra of the “as prepared” sample showed evidence that there was a mixture of amorphous and anatase phase. At 400°C, the α-A transition appears to be complete as the spectrum indicates the presence of anatase only and it would remain as such after the 500 °C heating cycle as well. The FTIR spectra showed that the sulfate functional group was present after the 500 °C heating step. After heating at 650 °C however, the features associated with the sulfate group (1043 cm\(^{-1}\), 1131 cm\(^{-1}\) and 1203 cm\(^{-1}\)) are no longer present in the FTIR and the Raman spectrum shows that the A-R transition had begun. The decomposition of the sulfate
Figure 3.7: FTIR and Raman spectra of Pure, C-Mod and S-Mod TiO$_2$
occurs during the 650°C heating step which essentially transforms the sample into pure TiO$_2$ and the heating profile is likewise similar to that of pure TiO$_2$. It has been shown that various metal sulfates thermally decompose into predominantly SO$_3$ and O$_2$ within the temperature ranges of 500°C - 700°C.$^{173,174}$ After the final 800 °C heating step, Raman analysis shows that the sample is entirely converted to rutile.

The presence of the phosphate species was confirmed present by FTIR and XPS analyses. The sample consisted of amorphous TiO$_2$ with there being no indication of the presence of anatase. The $\alpha$-A transition occurs after being heated at 400 °C. At 650°C, there is no indication of the A-R transition occurring. FTIR analysis at this temperature shows that the phosphate species, a lone broad feature around 1035 cm$^{-1}$, is still present. In fact, the phosphate species survives the 800 °C heating cycle. The Raman analysis of the 800 °C heating step shows that the sample is still anatase with no indication of the A-R transition occurring. The continued presence of the anatase phase exclusively after being heated to 800 °C exceeds the accepted literature values for the A-R phase transition temperature as well as the experimental values presented in this work for pure TiO$_2$.

The Si-Mod TiO$_2$ sample has the presence of the organosilicate species confirmed by XPS and FTIR. The amine (1620 cm$^{-1}$), methylene (1302 cm$^{-1}$ and 1471 cm$^{-1}$), methyl (1389 cm$^{-1}$) and silicate (1103 cm$^{-1}$) feature are all present initially in the FTIR spectrum. Two broad features appear after heating to 400 °C, one associated with the silicate feature (~1103 cm$^{-1}$) and one associated with the deformation of the methylene group in the alkyl chain (1411 cm$^{-1}$). After proceeding to higher heating temperatures, the silicate species remains relatively unchanged whereas the methylene feature further decreases until it is no longer present at 800 °C. The silicate features present in the FTIR is indicative of the formation of a polymeric chain.$^{128}$
Figure 3.8: FTIR and Raman spectra of Si-Mod and P-Mod TiO$_2$
The Raman spectrum shows the sample to be amorphous TiO$_2$. After both the 300 °C and 400 °C heating cycles, the sample converted from amorphous TiO$_2$ to the anatase phase. The carbonaceous component of the APTES is converted to graphitic carbon as the D (1354 cm$^{-1}$) and G (1600 cm$^{-1}$) band appear in the spectra. The D-band of graphene is the primary mode indicative of the planar sp$^2$ carbons. The G-band is known as the disorder/defect band that represents the breathing mode of the sp$^2$ carbons rings. The graphene present in this sample has a high degree of disorder when considering the relative intensities of the D-band to the G-band because the intensity of the D-band is directly proportional to the defects in the sample.\textsuperscript{175-177} It should also be noted that the samples heated to 300 °C and 400 °C exhibited fluorescence which suggests the formation of a new species post heating. After heating at 500 °C, the species causing fluorescence becomes more prevalent which causes an otherwise uninformative spectrum. The species causing fluorescence was unable to survive the 650 °C heating cycle as the Raman spectrum reveals only the anatase phase. The features associated with graphene are no longer present. The Raman spectrum of the sample heated to 800 °C looked virtually identical to the sample heated to 650 °C in that the sample was exclusively anatase with no indication of rutile being present.

XRD, as shown in figure 3.9, was used to further confirm the TiO$_2$ phase present at 400 °C and 650 °C. The results are consistent with the Raman spectra. The most intense peak, at 29.4° for anatase and at 31.9° for rutile, was used to determine the phase present since the very small average crystallite sizes caused peak broadening that was most prevalent at larger diffraction angles. Figure 3.9 also shows that at 400 °C, pure and S-Mod samples contain anatase with slightly larger average crystallite sizes than P-Mod and Si-Mod as evident by the more defined peaks. At 650 °C rutile features appear in the pure and S-mod samples.
Figure 3.9: XRD of modified TiO$_2$ at 400 °C and 650 °C. In both spectra, the samples are a) pure; b) P-Mod; c) S-Mod; d) Si-Mod. Average crystallite sizes at 400 °C and 650 °C were determined by Scherrer analysis to be a) 7 nm and 35 nm; b) 2 nm and 8 nm; c) 5 nm and 21 nm; and d) unable to determine.
The P-Mod and Si-Mod samples are exclusively anatase with no evidence of rutile being present. All samples experienced particle growth, or sintering, as a result of the high annealing temperatures.

3.6 Energetics of A-R Phase Transition

Although the pure and S-Mod TiO$_2$ samples began A-R transition around 650 °C and were complete at 800 °C, it can be clearly seen that the A-R transformation was hindered beyond 800 °C for the Si-Mod and P-Mod samples. If an Arrhenius activated process (eq 3.1) is assumed as well as a first order rate law, approximate activation energies for the samples can be determined as they undergo the A-R transition. In this expression $k$ is the rate, $A$ is the frequency factor, $E_a$ is the activation energy, $R$ is the gas constant and $T$ is the temperature. Table 3.3 shows the temperature, the value of RT and an indication of the phases present as indicated by Raman analysis. No rutile being formed after 4 hours (14,400 seconds) at 500 °C (pure and S-Mod) and 800 °C (Si-Mod and P-Mod) for the respective samples, is an indication of a very slow A-R transition rate. To determine the minimum activation energy required to detect a minimal amount (~ 3-5%) of rutile, a plot of percent transformed as a function of time in seconds was used. From this plot, the $E_a$ required to yield rutile at 650 °C (pure and S-mod) and 800 °C (Si-Mod and P-Mod) was determined to be greater than 91 kJ/mol and 105 kJ/mol respectively.
<table>
<thead>
<tr>
<th>Temp (°C)</th>
<th>Temp (K)</th>
<th>RT (kJ/mol)</th>
<th>Pure</th>
<th>S-Mod</th>
<th>Si-Mod</th>
<th>P-Mod</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>300</td>
<td>2.5</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>300</td>
<td>573</td>
<td>4.8</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>400</td>
<td>673</td>
<td>5.6</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>500</td>
<td>773</td>
<td>6.4</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>650</td>
<td>923</td>
<td>7.7</td>
<td>A+R</td>
<td>A+R</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>800</td>
<td>1073</td>
<td>8.9</td>
<td>R</td>
<td>R</td>
<td>A</td>
<td>A</td>
</tr>
</tbody>
</table>

Table 3.3: Anatase to rutile transformation. (A) is anatase and (R) is rutile
The activation energy of TiO$_2$ A-R transition has been shown to be particle size dependent. As average crystallite size decreases, the A-R activation energy decreases as well. Smaller crystallite sizes tend to have higher surface areas which generally possess higher surface energy and surface stress energy than larger crystallite sizes with lower surface areas. The tendency of surfaces to achieve the lowest possible surface energy makes it more susceptible to undergo change (lower activation energy). Li et al. determined the activation energies of pure TiO$_2$ to be 299, 236 and 180 kJ/mol for 23, 17 and 12 nm TiO$_2$, respectively. The minimum activation energy values determined in this work are consistent with these findings as initial crystallite sizes were all less than 7 nm. Although consistent with previous works, the ~14 kJ/mol difference in activation energies of the samples prepared in this work is a minimum value, so further experimentation would be required to determine the precise values.

3.7 Conclusions

TiO$_2$ samples were prepared by the sol-gel method and surface modification was attempted with various SMS. Although there was no spectroscopic evidence of successfully adsorbing the borate SMS to the TiO$_2$ surface, successful surface adsorption was achieved with the carboxylate, sulfate, phosphate and silicate species. After exposing samples to various heating stages, the TiO$_2$ phase present was observed and compared to that of the unmodified (pure) TiO$_2$ sample exposed to the same conditions. There were some slight variations in the temperature at which the α-A conversion began throughout the samples which resulted in a mixture of amorphous and anatase until the 400 °C heating step was complete. After heating at this temperature, no amorphous components remained as the sample consisted solely of anatase.
Samples modified with the carboxylate and sulfate species showed no difference in their A-R phase transition temperature to that of pure-TiO$_2$. The SMS utilized in these two samples were unable to withstand these temperatures needed to induce phase transformation in the TiO$_2$ crystal. After their desorption due to thermal decomposition, the samples were essentially pure TiO$_2$ and the corresponding temperature needed to cause the A-R conversion was identical to that required for pure TiO$_2$.

The samples modified with the phosphate and silicate species showed a noticeable difference in the A-R phase transition temperature. Unlike the C-Mod and S-Mod TiO$_2$ samples which completely transformed from anatase to rutile at 800 °C, the P-Mod and Si-Mod samples remained in the anatase phase despite being heated beyond this temperature. It was also determined that the phosphate and silicate species remained present on the samples, as indicated by FTIR. The ability of these two SMS to remain present on the surface at these elevated temperatures were shown to hinder the A-R phase transition temperature.

The A-R phase transformation is known to be a reconstruction process. This reconstruction process has been shown to follow the core-shell model in which the initial A-R transformation begins at the surface and propagates throughout the bulk until complete conversion to rutile occurs. The presence of a surface adsorbed species prevents the initiation of the A-R transformation by blocking reconstruction at the surface. The A-R transformation would not be able to occur as long as there is a SMS present.
CHAPTER 4 – PHOTOCATALYTIC PROPERTIES OF BULK AND SURFACE MODIFIED TiO$_2$

4.1 Introduction

Titanium dioxide (TiO$_2$) is a common and naturally occurring mineral that has a wide range of applications. The effectiveness of TiO$_2$ in some applications is highly dependent upon the polymorph used. The most common of these phase-dependent applications is the use of TiO$_2$ as a photocatalyst. Although three common polymorphs exist, anatase and rutile have shown promise as a photocatalyst. When used as a photocatalyst, the ability of TiO$_2$ to absorb photons is governed by the bandgap energy.

Surface modification of TiO$_2$ was discussed extensively in previous chapters (§1.4.4) as it can be used as a way to link other photoactive molecules to the surface of TiO$_2$. The species that is bound to the surface can provide a conduit for photons to enter its bulk structure after absorbing incident radiation. The surface bound molecule can be specifically chosen to absorb photons possessing energy outside the bandgap energy of TiO$_2$ which would make for a more versatile photocatalyst than pristine TiO$_2$.

There has been much work done on increasing TiO$_2$ photoactivity by modifying the bulk structure (§1.4.3), or doping. The aim of doping, regardless of the dopant, is to change the electronic structure of a photocatalyst, yet maintain the integrity of its crystal structure. This bulk modification can alter the bandgap energy of TiO$_2$ which will allow it to absorb solar
radiation with greater efficiency. Just as the identity of the dopant atoms has varied, so has the method of incorporating the dopant atoms into the TiO$_2$ matrix. Some preparation methods for doped TiO$_2$ include hydrothermal, chemical reduction, ion-implantation, anodic oxidation, ion-assisted sputtering, mechanochemical grinding, chemical vapor deposition, oxidative annealing and sol-gel. The dopants used are generally classified into three different categories: the noble metals, cationic and anionic.

The noble metals include gold, platinum, palladium and silver. This class of dopants are utilized to enhance photocatalytic efficiency due to their Fermi level being lower than that of TiO$_2$. Upon the excitation of TiO$_2$, electrons are promoted from the valence band (VB) to the conduction band (CB) and a corresponding hole is left in the VB. The lower Fermi level of noble metals reduces the possibility of electron/hole recombination by receiving the photoexcited electrons from the CB instead of them returning to the VB where recombination with the hole occurs.

Cationic dopants are metals, most commonly transition metals, though some group I and group II metals have been studied. Of the transition metals iron, cobalt, copper, nickel, chromium, and vanadium are among the most commonly studied. Within the band gap of a semiconductor, metal ions can provide additional energy levels. The additional energy levels provided allow for photons of lower energy to induce charge transfer from the VB to the CB versus the inability to in the unmodified semiconductor. Pristine TiO$_2$ has a band gap energy that falls in the UV region of the electromagnetic spectrum which only accounts for about 4% of incident sunlight. Visible light however, accounts for a much greater percentage of solar radiation, so the utilization of cationic dopants in TiO$_2$ allows for visible light photoexcitation.
Anionic dopants that have been studied include boron, sulfur, iodine, fluorine, carbon, nitrogen and phosphorus. The non-metal atoms mentioned above are usually substitutionally doped in the TiO$_2$ crystal structure by replacing oxygen. The band gap of TiO$_2$ is narrowed as the oxygen 2p and dopant p states are mixed which has been shown to make TiO$_2$ doped with anionic dopants responsive to visible light. Anionic dopants are also of interest because they are reportedly less likely to form recombination centers.

In this work, transition metal atoms were used as dopants for anatase TiO$_2$. After doping, the samples were then modified by the attaching oxyacids to the surface. The TiO$_2$ samples, altered by the combination of doping and surface modification, were then photoexcited to see how the photocatalytic activity was affected.

### 4.2 Doped TiO$_2$ Synthesis

All TiO$_2$ samples were prepared by a room temperature sol-gel method that was largely based on work previously performed by Korosi. A modification to this synthetic procedure was made in that solutions containing 3 at. % transition metal dopants were added to produce doped TiO$_2$. Initial solutions of the each dopant precursor were produced by adding vanadium acetylacetonate, copper (II) chloride and cobalt (II) chloride to absolute ethanol. Each solution was ultrasonicated to ensure complete dissolution of the solid then magnetically stirred for several minutes. To this solution, 14.8 mL of titanium (IV) isopropoxide (Ti-OiPr) was added. After adding, there were no visible signs of TiO$_2$ formation as the mixture of the solution remained in liquid form. The last step in the formation of doped TiO$_2$ was the addition of 250 of
mL DI water. The addition of water promoted the hydrolysis of Ti-OiPr which resulted in the immediate formation of TiO₂ gel. After stirring for 2 hours, the reactions were considered complete and the collection process was performed as outlined in §2.9 of this work. The collected samples were then annealed at 550 °C for 4 hours to induce crystallization to the anatase phase. After the heat treatment was complete, the samples were analyzed for polymorphic phase and content. Unlike pristine TiO₂ which is a vibrant white, the doped samples possessed a faint color. Vanadium doped TiO₂ (V-TiO₂) was light brown, cobalt doped TiO₂ (Co-TiO₂) was light blue and copper doped TiO₂ (Cu-TiO₂) was light green as shown in figure 4.1.²⁰¹,²⁴⁹

4.3 Surface Modification of Doped TiO₂

After analysis, two 0.185 g portions of each doped TiO₂ sample was placed in separate flasks where 200 mL of 0.05 M surface modifying species (SMS) was added. To one sample, sulfate was added and to the other phosphate was added as the SMS. The six total samples were identified as the dopant, TiO₂ and the SMS (ie. Co-TiO₂-S is cobalt doped TiO₂ with sulfate attached to the surface). The samples were allowed to magnetically stir at room temperature for 2 h at which point the reaction was considered complete and the collection process began, as previously outlined (see §2.9). After collecting, the samples were analyzed for polymorphic phase and content.
Figure 4.1: As prepared TiO$_2$ samples: a) pure TiO$_2$; b) V-TiO$_2$; c) Co-TiO$_2$; d) Cu-TiO$_2$. 
4.4 Sample analysis

The samples were analyzed via x-ray diffraction (XRD), Raman spectroscopy (Raman) and diffuse reflectance infrared fourier transform spectroscopy (DRIFTS) for polymorphic phase and content. The analysis of XRD via the Scherrer analysis was used to determine average crystallite size.\textsuperscript{93} Ultraviolet-visible spectroscopy (UV-Vis) was also performed to determine the band gap energy of each sample. The TiO\textsubscript{2} samples doped with vanadium, cobalt and copper were denoted as V-TiO\textsubscript{2}, Co-TiO\textsubscript{2} and Cu-TiO\textsubscript{2} respectively.

4.4.1 XRD

After synthesis was completed, all samples were analyzed via XRD. This technique was used to confirm the polymorphic phase present as well as to determine if any other oxide samples were present as a result of coprecipitation of dopant atoms. In figure 4.2, the peak positions were indicative of anatase.\textsuperscript{168} The peak positions (shown in table 4.1) of the three doped samples were all in good general agreement with the pure sample. Within the spectra of the doped samples however, a slight shift to lower diffraction angles is observed. Work performed by Gonell et al. states that this shift indicates the substitutional doping of metal ions replacing Ti\textsuperscript{4+} ions in the TiO\textsubscript{2} lattice.\textsuperscript{250-252} This shift is small, but observable, in the sample containing cobalt but more pronounced in the samples containing copper and vanadium. There was no evidence found in any of the diffraction patterns that corresponded to any of the metals used to dope the TiO\textsubscript{2} samples. Average crystallite size was also determined from the XRD spectra by using the Scherrer analysis (previously detailed in §2.3). From this analysis, the average crystallite size was determined to be 14 nm (pure), 13 nm (cobalt), 13 nm (copper) and 13 nm (vanadium).
Figure 4.2: Doped TiO$_2$ samples: a) pure TiO$_2$; b) Cu-TiO$_2$; c) Co-TiO$_2$; d) V-TiO$_2$. All spectra have been vertically adjusted for clarity. Scherrer analysis was utilized to determine the average crystallite size. [ref. 93]
**Table 4.1: XRD diffraction angles of TiO$_2$ samples [ref. 168]**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Diffraction Angles (2θ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JCPDS anatase</td>
<td>29.5 44.2 56.5 63.6 65.0 74.4</td>
</tr>
<tr>
<td>Pure TiO$_2$</td>
<td>29.6 44.2 56.5 63.6 65.0 74.4</td>
</tr>
<tr>
<td>Cobalt - TiO$_2$</td>
<td>29.4 44.2 56.4 63.5 64.9 74.3</td>
</tr>
<tr>
<td>Copper - TiO$_2$</td>
<td>29.3 43.9 56.2 63.3 64.7 74.1</td>
</tr>
<tr>
<td>Vanadium - TiO$_2$</td>
<td>29.3 43.9 56.1 63.3 64.7 74.1</td>
</tr>
</tbody>
</table>

XRD Analysis (Cobalt k$\alpha$ = 1.78897 Å)
4.4.2 UV-Vis

UV-Vis spectroscopy was performed in order to experimentally determine the band gap energy of the pure and doped samples. The band gap energy is extracted from each spectrum shown in figure 4.3. For pure TiO$_2$ (upper left), the value of 388 nm is consistent with the accepted literature value for anatase TiO$_2$. The V-TiO$_2$ and Co-TiO$_2$ samples (upper and lower right respectively) exhibit a widening of the band gap energy as the values are shifted to shorter wavelengths. Cu-TiO$_2$ displayed a narrowing of the band gap energy and shifted to longer wavelengths. This widening and narrowing of the band gap is commonly referred to as blue and red shifted respectively.

The shift of the band gap to 348 nm in V-TiO$_2$ corresponds to the substitutional doping of V$^{4+}$ in the TiO$_2$ lattice. The atomic radius of V$^{4+}$ (0.72 Å) is comparable to that of Ti$^{4+}$ (0.75Å) which supports the concept of substitutional doping. Co-TiO$_2$ exhibited a blue shift of its band gap energy to 370 nm when compared to pure TiO$_2$. This value is consistent with the work performed by Alamgir et al. Although, Co$^{2+}$ has a slightly larger atomic radius (0.79 Å) than that of Ti$^{4+}$ (0.75 Å), Weng et al. reported that cobalt is substitutionally doped into the TiO$_2$ lattice as Co$^{2+}$ (low spin state). The Cu-TiO$_2$ sample, found in the lower left of figure 4.3, shows an approximate band gap energy of 407 nm. This value is of slightly longer wavelength (red shifted) than that of pure TiO$_2$, which is consistent with that reported other works. Copper is substitutionally doped in the TiO$_2$ lattice as Cu$^{2+}$ despite having a significantly larger ionic radius than Ti$^{4+}$ (0.87 Å and 0.75 Å respectively). The red shift of Cu-TiO$_2$ band gap can be attributed to the lattice distortion caused by incorporating Cu$^{2+}$ ions.
Figure 4.3: UV-Vis spectra of pure and doped TiO$_2$ samples
4.4.3 FTIR (DRIFTS)

DRIFTS analysis (figure 4.4) was performed to identify the functional groups present. The full FTIR spectrum (upper left and upper right) of pure TiO$_2$ consist of a broad feature at the low wavenumber region $\sim 500$ cm$^{-1} – 900$ cm$^{-1}$ that is attributed to Ti─O─Ti lattice vibrations. The peak at 1627 cm$^{-1}$ is due to the O─H bending mode of water and/or surface hydroxides. The high wavenumber features, the broad $\sim 2800$ cm$^{-1} – 3400$ cm$^{-1}$, represent hydrogen bonding from surface absorbed water. The peaks at 3689 cm$^{-1}$ and 3674 cm$^{-1}$ are both assigned to the O─H stretching of hydroxyl groups. The same general line profile was present in all samples that were analyzed. Although vanadium doped samples were synthesized, there was no indication that successful surface modification was achieved so it warrants no further mentioning in this work.

The left center and left lower graphs in figure 4.4 contain the spectra, with deconvoluted features, of copper and cobalt doped TiO$_2$ with sulfate attached to the surface. The metal doped and surface modified samples will be identified as Cu-TiO$_2$-S (copper) and Co-TiO$_2$-S (cobalt). In the left center graph (Cu-TiO$_2$-S), there are five peaks that are associated with the sulfate species that are bound to the surface. These positions, as identified in the graph (and table 4.2), are 974 cm$^{-1}$, 1049 cm$^{-1}$, 1133 cm$^{-1}$, 1212 cm$^{-1}$ and 1261 cm$^{-1}$ which are consistent with the frequencies observed by Lane et al. It is proposed from the vibrational frequencies that the sulfate species are bound to the surface of Cu-TiO$_2$ in two different orientations, both bridging bidentate and chelating bidentate. The sulfate feature at 974 cm$^{-1}$ ($v_1$) suggests bridging bidentate whereas the highest wavenumber feature at 1261 cm$^{-1}$ ($v_3$) is consistent with that observed in chelating bidentate orientation. Although the two aforementioned features are commonly identified as M─SO$_4$ features, the remaining peaks at 1046 cm$^{-1}$, 1133 cm$^{-1}$ and 1212
Figure 4.4: DRIFTS analysis of doped samples with surfaces modified by sulfate (upper left) and phosphate (upper right). The middle and lower graphs show the zoomed in region of interest of the corresponding spectra.
Table 4.2: DRIFTS analysis of sulfated (upper) and phosphated (lower) doped TiO₂ samples.
cm\(^{-1}\) correspond to S─O stretching and the S=O symmetric stretch respectively.\(^{264, 265}\) The Co-TiO\(_2\)-S sample (lower left) has sulfate features 1047 cm\(^{-1}\), 1132 cm\(^{-1}\), 1214 cm\(^{-1}\) and 1261 cm\(^{-1}\). These features, as well as their vibrational mode assignments, are quite similar to those Cu-TiO\(_2\)-S with the exception of lacking the lowest wavenumber feature at 974 cm\(^{-1}\) (\(v_1\)). The absence of this feature and the presence of the 1261 cm\(^{-1}\) peak suggest that the sulfate species is bound to the surface in chelating bidentate fashion.\(^{141, 266}\)

The right center and lower right graphs in figure 4.4 contain the spectra of cobalt and copper doped TiO\(_2\) with phosphate attached to the surface. The metal doped and surfaced modified samples will be identified as Cu-TiO\(_2\)-P (copper) and Co-TiO\(_2\)-P (cobalt) respectively. The spectrum in the right center position (Cu-TiO\(_2\)-P) has five features that correspond to the phosphate group and they are located at 947 cm\(^{-1}\), 1073 cm\(^{-1}\), 1160 cm\(^{-1}\), 1208 cm\(^{-1}\) and 1247 cm\(^{-1}\) (also shown in table 4.2). The 1073 cm\(^{-1}\) and 1160 cm\(^{-1}\) features are those of the PO\(_2\) symmetric and asymmetric stretches respectively.\(^{126, 140}\) The peaks at 1212 cm\(^{-1}\) and 1261 cm\(^{-1}\) is assigned to the P=O group, with the former being of free P=O and the latter being hydrogen bonded.\(^{126, 139, 140}\) The very low wavenumber and weakly absorbing feature at 947 cm\(^{-1}\) is consistent with that of asymmetric P─O─P stretch. The present of this feature suggests that some degree of dimerization of the phosphate occurs once bound to the surface of the substrate.\(^{126}\) The lower right spectrum of figure 4.4 is that of Co-TiO\(_2\)-P. The positions identified are 1017 cm\(^{-1}\), 1097 cm\(^{-1}\), 1160 cm\(^{-1}\), 1203 cm\(^{-1}\) and 1233 cm\(^{-1}\). The peak at 1017 cm\(^{-1}\) corresponds to the asymmetric stretch of PO\(_3\).\(^{139}\) The PO\(_2\) symmetric and asymmetric stretches are indicated by features at 1097 cm\(^{-1}\) and 1160 cm\(^{-1}\) respectfully. As was the case with the Cu-TiO\(_2\)-P sample, the hydrogen bonded P=O stretch (1203 cm\(^{-1}\)) and free P=O stretch (1233 cm\(^{-1}\)) are also present.\(^{140}\) In both phosphated samples, the observed vibrational frequencies are slightly
higher than phosphate vibrational frequencies found in other phosphate containing complexes which indicates a chelating bidentate bonding orientation.\textsuperscript{140, 141, 266}

4.4.4 Raman

Raman analysis was performed to determine the TiO\textsubscript{2} polymorph present as well as any molecular species present. Figure 4.5 shows the Raman spectra of doped and surface modified samples before and after heat treatment. In all graphs, the spectra from top to bottom are: (a) pure TiO\textsubscript{2}; (b) Co-TiO\textsubscript{2} and (c) Cu-TiO\textsubscript{2}.

The upper graph shows the “as prepared” samples. In this graph all samples are determined to be amorphous TiO\textsubscript{2}. The very broad features indicate quite small average crystallite sizes. The lower graphs are that of doped TiO\textsubscript{2} samples that have been annealed at 550 °C for 4 hours with phosphate (lower left) and sulfate (lower right) on the surface. In both graphs, the heat treatment transformed the samples from amorphous to anatase phase. The peak positions of pure TiO\textsubscript{2} are found at 147 cm\textsuperscript{-1} (E\textsubscript{g}), 198 cm\textsuperscript{-1} (B\textsubscript{1g}), 398 cm\textsuperscript{-1} (B\textsubscript{1g}), 515 cm\textsuperscript{-1} (A\textsubscript{1g} + B\textsubscript{1g} combination) and 640 cm\textsuperscript{-1} (E\textsubscript{g}). In spectra (b) and (c) the doped and surface modified samples (shown in both of the lower graphs) exhibit peaks that very closely resemble the peak positions of the pure TiO\textsubscript{2}. There was no indication of co-crystallization of the cobalt or copper as no features associated with the oxides of these two elements were found in the spectra. Also, there were no features associated with the surface bound phosphate and sulfate species. It is suggested that the very intense features associated with the TiO\textsubscript{2} vibrational modes simply leave the lesser intense surface adsorbed, sulfate and phosphate, species buried within the baseline.
Figure 4.5: Raman analysis of doped samples. The top graph is for “as prepared” samples. The lower graphs are after annealing at 500 °C for 4 hours with surfaces modified by phosphate (lower left) and sulfate (lower right). In all graphs, the samples are: a) Pure TiO₂ b) Co-TiO₂; c) Cu-TiO₂.
4.5 Photodegradation of Methylene Blue

The photoactivity of the samples was tested by monitoring the degradation of methylene blue (MB). Photocatalytic experiments were carried out by adding 2.0 mg of each TiO\textsubscript{2} sample to 16 mL of a MB aqueous solution (3.1 x 10\textsuperscript{-5} M). The samples were each placed in a quartz test tube and sonicated for 10 minutes to ensure complete MB coverage on TiO\textsubscript{2}. After sonicating, the samples were covered and left undisturbed for 30 minutes. After this, the samples were placed in the rotating sample holder of the photochemical reaction chamber and irradiated with UV light. All samples were analyzed under the same reaction conditions at the following irradiation times: 0, 15, 30, 45, 60, 80, 115 and 160 minutes. After each irradiation cycle, solution was transferred by pipette to a quartz cuvette for analysis. The solutions were placed back into the quartz test tubes after analysis for further irradiation.

Several samples were analyzed to determine how modifications, bulk and surface, to the TiO\textsubscript{2} photocatalysis would affect the photocatalytic degradation of MB. The samples tested were pure TiO\textsubscript{2}, surface modified TiO\textsubscript{2}, doped TiO\textsubscript{2} and a combination of the two types of modifications. Sulfate and phosphate (TiO\textsubscript{2}-S and TiO\textsubscript{2}-P) were the SMS used and cobalt and copper were the dopants used (Co-TiO\textsubscript{2} and Cu-TiO\textsubscript{2}). The samples modified in combination were identified as Co-TiO\textsubscript{2}-S, Co-TiO\textsubscript{2}-P, Cu-TiO\textsubscript{2}-S and Cu-TiO\textsubscript{2}-P.

As the UV-Vis analysis of MB was conducted, the absorbance at 664 nm was measured. The electronic transition at 664 nm corresponds to the n→π* electronic transition.\textsuperscript{267} Since the initial concentration (c) and initial absorbance (A) values of MB are known, Beer’s Law can be

\[ A = \varepsilon bc \]  \hspace{1cm} (4.1)
utilized to determine MB molar absorptivity \( (\varepsilon_{664\text{nm}}) \) via equation 4.1. In this work, the quartz cuvette used during UV-Vis analysis had a path length \( (b) \) of 1 cm and the initial concentration \( (c) \) of the MB was \( 3.1 \times 10^{-5} \) M. Once the molar absorptivity is known for a sample, the absorbance values determined by UV-Vis analysis of that sample can be used to determine the corresponding analyte (MB) concentration. After completing the UV-Vis analysis, a comparative analysis of the activity of the samples was made by calculating the rate constant \( (k) \) for each sample. In order to determine the pseudo first order rate constant \( (k) \), a plot the absorbance values \( (\lambda=664 \text{ nm}) \) vs.

\[
\frac{C}{C_0} = e^{-kt} \tag{4.2}
\]

irradiation times for each sample was fit to an exponential decay function (equation 4.2). In this equation, \( C \) is the concentration of MB at a given time and \( C_0 \) is the initial concentration of MB.

### 4.6 Photocatalytic Activity of TiO\(_2\) Samples

Figure 4.6 shows the normalized spectra for all TiO\(_2\) samples analyzed. It can be clearly seen in the analysis of all samples that the peak located at 664nm blue shifted as the time increased which indicates that the MB is being degraded by the demethylation pathway (see §1.5). The various intermediates produced during MB demethylation have electronic transitions of decreasing wavelengths, from 664 nm – 599 nm, until complete decomposition.\(^90\)\(^,\)\(^{268}\) Although there can be competing decomposition processes occurring, without further analysis, the demethylation pathway is likely dominant route taken.\(^{269}\) It can also be seen in most samples
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Figure 4.6: Normalized UV-Vis spectra of the photocatalytic degradation of MB over various TiO$_2$ samples.
Figure 4.7: Photodecomposition rates of MB for: a) cobalt doped samples; b) copper doped samples; c) surface modified samples; d) all samples. Pure TiO$_2$ was included in all graphs.
that the majority of the MB absorbance values are significantly decreased within the first 30 minutes of exposure.

The rates of decomposition, listed in increasing order within each graph, are shown in figure 4.7. For comparative purposes, pure TiO$_2$ has been included in all the graphs. In figure 4.7 (a), the cobalt doped samples are shown. As a group, the cobalt doped samples showed the lowest overall activity. The copper doped samples, shown in 4.7 (b), have the highest overall activity. The samples with the surface modifications only, figure 4.7 (c), have rates that lie between the two previously mentioned groups. The rates of all samples are collectively shown in figure 4.7 (d). None of the samples analyzed possessed a higher activity than pure TiO$_2$. Of the doped samples, those with surfaces modified by the phosphate group showed a higher activity than those with sulfated surfaces.

The inferior activity of both Co-TiO$_2$ and Cu-TiO$_2$ when compared to pure TiO$_2$ can be attributed to parameters such as surface area, bulk defects, oxygen vacancies and the ability to create hydroxyl radicals.$^{219}$ Also, for a given metal, there is also an optimal amount of loading that is required to maximize photoactivity.$^{270, 271}$ When introduced into the bulk of a semiconductor, cationic metal dopants can increase photoactivity by trapping electrons in the conduction band (CB) and holes in the valence band (VB) which potentially leads to the formation of hydroxyl radicals (from surface adsorbed water) and superoxide radicals (from surface adsorbed O$_2$) respectively. If dopant concentrations are too high, the excess sites may exist as a recombination centers due to the proximity to other trapping sites which would decrease activity.$^{264}$ In principle, Cu-TiO$_2$ would have a greater number of oxygen vacancies than Co-TiO$_2$ because of Cu$^{2+}$ larger atomic radius which causes a greater perturbation of the TiO$_2$ bulk structure.
Figure 4.8: Reaction mechanism of photocatalytic degradation of surface modified TiO$_2$. Reproduced from ref. [276]
As for surface modification, acido ligands like sulfate and phosphate ions have relatively high symmetry in their free states. When coordinated to metals however, their symmetry is lowered based on the method of coordination. Bidentate acido ligands, whether bridging or chelating, cause oxygen atoms to be in an electron deficient state. This electron deficient state is capable of trapping electrons which prevents recombination of electron/hole pairs generated by photoexcitation, thus increasing photocatalytic efficiency. This seem to be validated by the data as the surface modified samples, whether doped or not, appear to generally have a higher degradation rate than samples with no surface modifications. The phosphate species shows a slight higher activity than the sulfated species. This could be due to bond strength. Surface reactions are what drive these catalytic systems and both phosphates and sulfates readily accept surface protons with their exposed oxygen atoms. Although phosphates tend to be more strongly bound to TiO₂ than sulfates, they share a common reaction mechanism as shown in figure 4.8. This cartoon illustrates how the photogenerated hole in the valence band is electrostatically drawn to the particle interface by the surface adsorbed phosphate group. The surface bound phosphates freely facilitate the charge transfer of the hole to surface adsorbed water which produces hydroxyl groups. Phosphates have shown the ability to be resistant to redox reactions as they have been effectively used as coupling agents, or anchoring groups, between TiO₂ and various chromophores in other works.

4.7 Conclusions

The samples utilized in this work were prepared very similarly to that of Mugundan and Tseng. The surface area determined in their studies were approximately 20-30 m²/g, and the
average crystallite sizes determined in this work matched very closely to the average crystallite sizes given in their works.\textsuperscript{214, 270, 271}

It is well known that making modifications to TiO$_2$, whether doping or surface modifying, can affect photocatalytic activity. These modifications often affect the surface area which has been suggested to be one of the most important factors when analyzing photoactivity.\textsuperscript{90, 279} When these two modifications are performed in combination, a totally different activity is observed. Doping TiO$_2$ appears to have a greater effect of photoactivity because it largely determines the bandgap energy. Analysis of the eight modified samples tested determined that the four most active samples were doped. The surface modified only samples were immediately behind with two of the three cobalt doped samples being the least active. The two most active modified samples were doped and had phosphates attached to the surface. It is believed that the combination of both the dopant atoms and surface adsorbed species augment each other to reduce electron/hole recombination which further enhances the photoefficiency. Although surface adsorbed species occupy surface sites, the oxygen substituents still allow for hydrogen bonding which is a necessary for the production of reactive oxygen species.
CHAPTER 5 - RAMAN SPECTROSCOPY ANALYSIS OF EL NIÑO IMPACT ON MOLLUSK BIOMINERALIZATION

5.1 Introduction

As previously mentioned in this dissertation, Raman spectroscopy can be a powerful tool when used to differentiate polymorphic phases. While XRD has been traditionally known as the standard for phase identification, Raman analysis proves advantageous to XRD in this work because of the coupled confocal microscope that allows for multiple points of analysis in micrometer increments along the cross-section of a biological/geological sample.

The samples used in this study were three mollusk seashells from the species *Trachycardium procerum*, a large infaunal cardioidean bivalve mollusk. (Note: infaunal refers to animal life associated with the sea floors/beds while cardioidean is associated with the taxonomy of saltwater clams.) These samples, from a group captured live in November 1984, survived the El Niño event of 1982-83 which is widely considered the strongest of the 20th century. These small marine invertebrates, as well as many similar organisms, build up protective exoskeletons over time via mineralization that is governed by biological processes. It is proposed that the shell’s microstructure, which can be analyzed by Raman spectroscopy, shows variations that correspond to rapid environmental fluctuations to climate change, such as an El Niño event. If proven true, the Raman analysis of the microstructure of bivalve shells in conjunction with other
currently used analysis methods such as isotope and radiocarbon data as well as trace element composition/ratio could potentially become a valuable tool in determining historical climate trends.  

5.2 Biomineralization

When solid structures are formed and integrated into biological systems upon interacting with essential elements from the local environment, a separate field of science known as biomineralization is introduced. Biomineralization, as defined by Mann, is the study of the formation, structure and properties of inorganic solids deposited in biological systems. This process is versatile in that large and small as well as hard and soft inorganic-organic hybrid structures can be produced. Calcium carbonate, calcium phosphate, silica and iron oxides are among the many types of molecules that result from biomineralization. These materials are significant to many areas of science and have garnered much attention in recent years as a result. Biologist can gain insight into evolutionary changes from the fossil records that often remain embedded as calcification occurs after millions of years. Chemists study these materials to develop a better understanding of the interaction between inorganic atoms and extended organic networks. Materials engineers tend to use these materials as templates when designing new composites aimed at serving a particular function. As is the case with this study, geologist can use the microstructure of these materials to generate historical climate trends.
5.3 Calcium Carbonate

Living organisms require a number of essential elements for life. Of these elements, calcium is known as the most common and widespread among skeletal structures (bones, teeth, shells, etc.). Two calcium compounds, calcium carbonate and calcium phosphate, are among the most recognized in biomineralized samples as they possess high lattice energies and low solubilities which lends to their thermodynamic stability in most biological environments. Calcium carbonate, the focus of this work, exists in the form of six different polymorphs: calcite, aragonite, vaterite, calcium carbonate monohydrate, calcium carbonate hexahydrate and amorphous calcium carbonate. Of these phases, aragonite and calcite are predominately used as biominerals due their thermodynamic stability. Their crystal structures can be seen in figure 5.1. There are cases where both polymorphs exhibit common functionalities such as exoskeleton and protection, yet there are some variations as calcite aids in optical imaging and mechanical strength while aragonite plays a role in reproduction, buoyancy and gravity receptors.

5.4 El Niño Phenomenon

The natural phenomenon known as El Niño generally refers to equatorial pacific water temperatures. As shown in figure 5.2, El Niño is mainly characterized by unusually warm ocean temperatures; unlike La Niña which refers to unusually cool ocean temperatures. During normal, non-El Niño conditions, warmer surface water is ushered westward by trade winds blowing from east to west. The water surface has been measured as much as 0.5 meters higher in the western pacific than the eastern side as a result of this action. As the eastern surface waters
Figure 5.1: Two most prevalent calcium carbonate phases as observed in biomineralized samples: a) calcite and b) aragonite; modified from ref. [284]
Figure 5.2: Cartoon depicting the Pacific Ocean and the general temperature deviation from averages during a) El Niño conditions and b) La Niña conditions; modified from ref. [285]
are displaced westward, the upwelling of cooler water from the greater depths reaching the surface brings with it an abundance of nutrients that are essential to many diverse marine ecosystems. The cooler nutrient-rich water bolsters marine productivity, including marine fisheries that are a major part of regional economic stability. As rainfall is predominately found in rising air above the warmest water, normal non-El Niño conditions causes a rainy western Pacific and a relatively dry eastern Pacific.286

As El Niño conditions occur, the upwelling of cooler nutrient-rich water in the eastern Pacific is greatly reduced due to decreased trade winds that normally displace surface water towards that west. The resulting warmer nutrient-poor water remains in the eastern Pacific and seriously impacts the lower food chain’s productivity, and this subsequently impacts the upper food chain. The cooler waters of the western Pacific deter rainfall and often leads to drought conditions. As the atmospheric heat and warmer water temperatures are displaced, large scale changes in jet streams, or global atmospheric circulation, occur. As these changes occur, weather anomalies and uncommon climatic conditions can arise in regions far away from the equatorial Pacific areas.

For the purposes of this work, it is worth noting that the El Niño conditions of 1982-1983 was widely acknowledged as the most prominent of the twentieth century until superseded by the 1997 occurrence. During the 1982-1983 occurrence, the maximum sea surface temperature (SST) reached as high as 10 °C above the average.287
5.5 Experimental Methods

The shell samples used in this experiment were collected by commercial divers off the coast of Peru in November 1984. There were three different specimens used in this study with the shell labeled as 2TP4-2 served as the reference. Sample 2TP4-2 was previously subjected to a battery of test that allows for the boundaries within the shell structure to correspond with the onset of El Niño conditions with a high degree of certainty. The three “zones” analyzed on the samples correspond to before, during and after the El Niño event of 1982-1983. For a complete synopsis of background information and other characterization methods, see the work published by Perez-Huerta, et al.

Aside from the previously mentioned reference sample, two other samples were analyzed via Raman spectroscopy in this work, 2TP4-3 and 2TP4-4. The samples were individually prepared for analysis by washing with ultrapure water then air-dried. Samples were then embedded and polished and taken for Raman analysis. Once received, no further preparations were need for analysis via Raman spectroscopy. The Jobin Yvon LabRam HR800UV confocal microscope was used to perform the analysis. The system utilized an Ar-ion laser with an excitation of 514 nm (green) and a 50x objective lens.

5.6 Microstructure Characterization

Both shells were analyzed along the cross-section independently in each of the three zones as shown in figure 5.3. The three zones that appear within the images correspond to before (a), during (b) and after (c) the 1982-1983 El Niño events. Both samples appear to be the aragonite polymorph of calcium carbonate as determined by the second of the two low
Figure 5.3: Raman analysis of calcium carbonate bivalve shells a) 2TP4-3 and b) 2TP4-4 before, during and after (shown as a, b and c respectively in the inset images) the 1982-1983 El Niño conditions. Features identified by arrows are indicative of organic polyene molecules that are associated with pigment-protein complexes, 1135 cm⁻¹, 1523 cm⁻¹, 2270 cm⁻¹ and 2645 cm⁻¹. These organic features disappear during the El Niño event but are present both before and after the maximum SST. Reproduced with permission from ref. [281]
### Raman Analysis

<table>
<thead>
<tr>
<th>Raman Shift (cm(^{-1}))</th>
<th>Literature Value (cm(^{-1}))</th>
<th>Band Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>161</td>
<td>158.0</td>
<td>CO(_3^{2-}) lattice mode(^{289})</td>
</tr>
<tr>
<td>284</td>
<td>283.0</td>
<td>CO(_3^{2-}) lattice mode(^{289})</td>
</tr>
<tr>
<td>707</td>
<td>713.0</td>
<td>(\nu_4) (CO(_3^{2-})) antisymmetric bend(^{290})</td>
</tr>
<tr>
<td>1088</td>
<td>1089.0</td>
<td>(\nu_1) (CO(_3^{2-})) symmetric stretch(^{291})</td>
</tr>
<tr>
<td>1135</td>
<td>1135.0</td>
<td>(\nu_1) C-C single bond(^{292, 293})</td>
</tr>
<tr>
<td>1523</td>
<td>1519.0</td>
<td>(\nu_1) C=C double bond(^{292, 293})</td>
</tr>
<tr>
<td>2266</td>
<td>2270.0</td>
<td>(\nu_2) overtone band(^{292, 293})</td>
</tr>
</tbody>
</table>

Table 5.1: Observed Raman vibrational modes and their respective characterizations of samples 2TP4-3 and 2TP4-4
wavenumber features (161 cm\(^{-1}\) and 284 cm\(^{-1}\)) which are carbonate lattice vibrations (see table 5.2).\(^{289}\) The features at 707 cm\(^{-1}\) and 1089 cm\(^{-1}\) are assigned as carbonate antisymmetric bend and symmetric stretch modes respectively.\(^{290,291}\) The remaining features, identified by arrows in figure 5.3, are related to polyene molecules that are linked with carbonate biomineral structures and are known as chromo-proteins, or pigment-protein complexes.\(^{293-295}\) As shown in the inset images of figure 5.3, these peaks are present in the zones corresponding to a) before and c) after the El Ni\~{n}o events but disappear during the maximum SST. The vibrational modes assigned to the peaks are as follows: 1135 cm\(^{-1}\) (\(\nu_1\) C-C single bond); 1523 cm\(^{-1}\) (\(\nu_1\) C=C double bond); 2270 cm\(^{-1}\) (\(\nu_2\) overtone band); and 2645 cm\(^{-1}\) (\(\nu_1\) and \(\nu_2\) combination band).\(^{292,293}\)

5.7 Discussion and Conclusions

The calcium carbonate phase of the shells appeared to remain consistent throughout the lifetime of this El Nino event. The organic content did not remain consistent throughout however. It is well known that the abundance and availability of lipids, proteins, carbohydrates, trace elements, etc… all play a role in the formation of biominerals. In this specific case, it is evident that the El Nino event did not prevent the growth of the shell, but it did change the growth mechanism and the content of the calcium carbonate shell. Other analysis methods in this work aimed to address this question as electron probe mapping and laser ablation inductively-coupled mass spectrometry was used to try to determine the location, atomic content as well as atomic percentages of trace elements present.

Raman microscopy alone is sufficient for shell analysis for the purpose determining the polymorph present, but it can only suggest the possible mechanism in which the organisms
construct their shells. Some studies suggest that amorphous calcium carbonate (ACC) plays a role in precipitating crystals, but Raman analysis uncovered no ACC anywhere along the sample. Because ACC has a separate and distinct structure than other calcium carbonate phases, Raman microscopy can be used to thoroughly examine the shell in micrometer increments in hopes of detecting small amounts of another phase of the material. Only after a very detailed analysis of the organism’s immediate environment before, during and after an El Nino event can a determination of the mechanism of bivalve mollusk be concluded.

The versatility of Raman microscopy allows the point by point analysis of a sample without complicated sample preparation methods. By using the coupled confocal microscope, sample analysis was able to occur along the transition zones where there was a clear visible change in the microstructure of the shell. Phase content could be extracted fairly quickly and accurately. While the intense laser beam from the Raman’s excitation source can be destructive, the calcium carbonate shells as well as their sample housing handled the beam without problems.
CHAPTER 6 - CONCLUSIONS

6.1 This Work

The work presented in this dissertation describes how making modifications to the surface of TiO\textsubscript{2} can provide polymorph stability and potentially enhance its photocatalytic activity. TiO\textsubscript{2} and the materials utilized to make the modifications are fairly low cost and non-toxic.

6.1.1 Synthesis

There are many synthetic routes available to produce TiO\textsubscript{2}. The sol-gel method was utilized in this work because it allows for the most flexibility with respect to many of the reaction parameters. The room temperature, ambient atmosphere and aqueous based reactions allowed for the simplicity of synthesizing, waste disposal and sample handling. The use of titanium alkoxides was preferred over other titanium precursors. Titanium (IV) isopropoxide proved to possess the best combination of cost efficiency and stability in ambient conditions.

When utilizing a sol-gel method, aging time can make a significant difference in the product obtained. As the sample is allowed to age in the reaction mixture, a combination of
amorphous, anatase and brookite TiO₂ has been shown to result. Samples have proven to be
shelf stable and retain their polymorphic phase as long as they were properly dried, sealed in an
air tight container and kept away from any heat sources.

6.1.2 TiO₂ Phase Transition

It has been demonstrated in this work that surface modification of TiO₂ with phosphate
and silicate species increased the TiO₂ PTT beyond the literature accepted values of pure TiO₂.
The carboxylate and sulfate species appeared to have no effect on PTT. The extent to which the
temperature of the surface modified samples can be elevated before undergoing an irreversible
change was dependent upon the thermal stability of the surface adsorbate. TiO₂ phase
transformation is a reconstructive process in which both surface and bulk atoms rearrange
themselves. The structural changes that result include alterations of the lattice parameters as
well as the density of the unit cells.

6.1.3 Photocatalytic Activity

The purpose of the photocatalytic study in this work was to determine if applying two
different commonly used modification methods to TiO₂ would affect its photocatalytic activity.
While there was no definitive trend, the data did suggest that the activity was different from the
activity of TiO₂ with a single modification or no modification at all. Most studies performed on
doped TiO₂ samples are aimed at utilizing visible light as the excitation source unlike the UV
light source used in this work.

In this work, as many as possible experimental conditions were kept uniform as to try to
make a comparative analysis of the activity of the samples. While many of the experimental
parameters were not tailored for optimal photoefficiency, a general idea of the effect of dual modifications of the samples was desired. Typically, reaction conditions such as dopant concentration, pH of the reaction solution, TiO$_2$ particle size, annealing temperature, synthesis reaction time, catalyst loading and initial dye concentration are all meticulously determined before comparing its activity to other high activity pure TiO$_2$ samples (ie. Degussa P25).

The general conclusion gathered from this work is that the photoactivity follows the general trend (from greatest to least) of doped and surface modified, doped, then surface modified. The surface area, within a 10 m$^2$/g range, was estimated by matching sample’s synthesis and preparation conditions with experiments perform by other researchers.

6.1.4 Raman Analysis of Biomineralization

Raman spectroscopy was used to analyze various reconstruction processes in the seashell of mollusk. The ability of Raman to detect various polymorphs associated with calcium carbonate proved invaluable in this work. Rapid environmental changes induce changes in the amorphous calcium carbonate microstructure of the shells. The ability of Raman to analyze the centimeter sized samples in micrometer increments allowed for the thorough analysis of each sample. By analyzing the microstructure of fossilized and recent samples before, during and after a known El Nino event, a historical record of rapid environmental changes can be determined.
6.2 Future Works

6.2.1 Temperature Programmed Desorption

The surface modified TiO\(_2\) samples had their phase transition temperature (PTT) altered by surface adsorbed species. Samples that could survive the elevated temperature that is required for phase transition proved to be the ones that increased TiO\(_2\) PTT. Temperature programmed desorption would be advantageous because it would give a more precise determination of the temperature at which the surface adsorbed species is desorbed.

6.2.2 Differential Scanning Calorimetry

In this work, XRD was used to give a general range of the PTT for TiO\(_2\). A more precise method of determining the PTT is to use differential scanning calorimetry (DSC). This technique measures the heat flow of a sample as a function temperature. As phase transitions occur, there is an exotherm in the DSC spectrum. The area under this exothermic peak can be used to determine the degree of crystallization of the sample. DSC analysis can also be used to determine the energy difference associated with the change in A-R phase transition. DSC studies were attempted in this work, but neither the system nor the sampling equipment were equipped to accommodate the temperatures needed for this work.

6.2.3 Kinetics of Surface Modified TiO\(_2\) Phase Transition

Detailed experiments regarding the kinetics of the A-R phase transition needs to be performed. The ability of surface modifications to hinder A-R phase transition also means that the energetics involved in the reaction changes. A series of experiments that monitors the percentage of anatase to rutile as the samples are annealed both above and below the phase
transition temperature would allow for the determination of the activation energy of the various samples (via the Arrhenius equation). Due to average crystallite sizes, Raman analysis would be far superior to XRD for determining both quantitatively and qualitatively the phase of TiO$_2$ present. From a known mixture of anatase and rutile, integration of the area under the most intense Raman features of each phase would allow for the determination of the ratio of anatase to rutile present.

**6.2.4 Synthesis of Mixed Brookite-Anatase TiO$_2$**

The synthesis of doped TiO$_2$ via a sol-gel method was shown to produce a mixture of mostly amorphous and trace amounts of anatase phases when the reaction synthesis was performed in a continuous fashion (as described in §4.2). When the reaction was allowed to age (left in solution phase without stirring) for ~ 48 hours, a mixture of brookite and anatase phases resulted. Raman analysis showed the presence of brookite and anatase in the as prepared sample (as shown in figure 6.1). After heating to 400 °C, the more pronounced Raman features observed indicated that the average crystallite sizes increased as well as the degree of crystallinity. XRD analysis needs to be performed to determine the percent composition of brookite to anatase. Scherrer analysis can also be applied to XRD analysis to determine average crystallite sizes. Further experimentation is needed to determine what contribution aging time and metal cations play in the stabilization of brookite in a synthetic procedure not normally known for producing this polymorph.$^{104-106}$
Figure 6.1: Raman analysis of as prepared (upper) and 400 °C (lower) TiO$_2$ produced via a sol-gel method. In both graphs, pure TiO$_2$ and V-TiO$_2$ contained pure anatase whereas Cu-TiO$_2$ and Co-TiO$_2$ produced a brookite/anatase mixture.
6.2.5 BET Studies

A major factor when examining the photocatalytic behavior of a photocatalytic system is the surface area. When considering that reactions occur at surfaces, the greater the surface area the higher activity the particle tends to have. The surface area of a sample is the main property that allows one to make the comparison between the efficiency of various photocatalysts.

6.2.6 Point of Zero Charge

In solution the surface of TiO$_2$ particles has exposed oxygens that can be protonated. The pH value at which surface charge of the particles is zero is known as the point of zero charge (PZC). If the TiO$_2$ surface has a charge, it will exhibit electrostatic interactions with other charged particles as well as any other species in solution such as analyte molecules. It is important to determine the PZC so that accurate pH values of TiO$_2$ solutions can be obtained.

6.2.7 Mass Spectrometry

In order to better understand the photocatalytic induced degradation of molecular dyes, some type of mass spectrometry analysis would be required. For this experiment qualitative analysis would be more important than quantitative analysis. As the rather large molecular dyes are degraded by photons, the byproducts produced will give insight into the reaction mechanism responsible for degradation.

6.2.8 Optimal Conditions for Photocatalytic Degradation

In this work, there were four different TiO$_2$ samples that had the combination of bulk and surface modifications. For each sample, the optimal conditions for photocatalytic degradation would need to be determined. These reaction conditions (as mentioned in §6.1.3) are dopant
concentration, pH of reaction solution, TiO$_2$ particle size, catalyst loading and initial dye concentration. TiO$_2$ samples are normally doped with the intention of shifting the band gap energy to the visible range. Given such, the utilization of doped samples suggests that a visible excitation source be used to determine the long term viability of these dual modified particles.

6.2.9 Other Target Molecules

This work focused solely on MB as the analyte molecule. MB has been well studied and its degradation pathways are well known. There are many other analyte molecules such as cresol red, methyl orange, and 4-chlorophenol that have been used in literature. The structural differences in these analytes would prevent the photoactivity of a specific TiO$_2$ sample from being the same from analyte to analyte.$^{297}$
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